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iiPrefaceThis book presents some facts and methods of the Mathematical Control Theorytreated from the geometric point of view. The book is mainly based on graduatecourses given by the �rst coauthor in the years 2000{2001 at the InternationalSchool for Advanced Studies, Trieste, Italy. Mathematical prerequisites arereduced to standard courses of Analysis and Linear Algebra plus some basicReal and Functional Analysis. No preliminary knowledge of Control Theory orDi�erential Geometry is required.What this book is about? The classical deterministic physical world is de-scribed by smooth dynamical systems: the future in such a system is com-pletely determined by the initial conditions. Moreover, the near future changessmoothly with the initial data. If we leave room for \free will" in this fatal-istic world, then we come to control systems. We do so by allowing certainparameters of the dynamical system to change freely at every instant of time.That is what we routinely do in real life with our body, car, cooker, as well aswith aircraft, technological processes etc. We try to control all these dynamicalsystems!Smooth dynamical systems are governed by di�erential equations. In thisbook we deal only with �nite dimensional systems: they are governed by ordi-nary di�erential equations on �nite dimensional smooth manifolds. A controlsystem for us is thus a family of ordinary di�erential equations. The familyis parametrized by control parameters. All di�erential equations of the familyare de�ned on one and the same manifold which is called the state space of thecontrol system. We may select any admissible values of the control parameters(i.e. select any dynamical system from the family) and we are free to changethese values at every time instant. The way of selection, which is a function oftime, is called a control or a control function.As soon as a control is �xed, the control system turns into a nonautonomousordinary di�erential equation. A solution of such an equation is uniquely de-termined by the initial condition and is called an admissible trajectory of thecontrol system (associated with a given control). Thus, an admissible trajectoryis a curve in the state space. The initial condition (initial state) is just a startingpoint of the trajectory; di�erent controls provide, generally speaking, di�erentadmissible trajectories started from a �xed state. All these trajectories �ll theattainable (reachable) set of the given initial state.To characterize the states reachable from a given initial one is the �rst nat-ural problem to study in Control Theory: the Controllability Problem. As soonas the possibility to reach a certain state is established, we try to do it in thebest way. Namely, we try to steer the initial state to the �nal one as fast aspossible, or try to �nd the shortest admissible trajectory connecting the initialand the �nal states, or to minimize some other cost. This is the Optimal ControlProblem. These two problems are our leading lights throughout the book.Why Geometry? The right-hand side of the ordinary di�erential equationis a vector �eld and the dynamical system governed by the equation is the owgenerated by this vector �eld. Hence a control system is a family of vector �elds.



iiiThe features of control systems we study do not change under transformationsinduced by smooth transformations of the state space. Moreover, our systemsadmit a wide class of reparametrizations of the family of vector �elds, which arecalled feedback transformations in Control Theory and gauge transformations inGeometry and Mathematical Physics. This is a formal reason why the intrinsicgeometric language and geometric methods are relevant to Control Theory.There is another more fundamental reason. As we mentioned, a dynamicalsystem is a ow (a one-parametric group of transformations of the state space)generated by a vector �eld. An admissible trajectory of the control systemassociated to a constant control is a trajectory of the corresponding ow. Ad-missible trajectories associated with a piecewise constant control are realizedby the composition of elements of the ows corresponding to the values of thecontrol function. The arbitrary control case is realized via an approximation bypiecewise constant controls. We see that the structure of admissible trajectoriesand attainable sets is intimately related to the group of transformations gen-erated by the dynamical systems involved. In turn, groups of transformationsform the heart of Geometry.Now, what could be the position of Control techniques and the Control wayof thinking in Geometry and, more generally, in the study of basic structures ofthe world around us? A naive in�nitesimal version of attainable set is the set ofadmissible velocities formed by velocities of all admissible trajectories passingthrough the given state. It is usual in Control Theory for the dimension ofattainable sets to be essentially greater than the dimension of the sets of admis-sible velocities. In particular, a generic pair of vector �elds on an n-dimensionalmanifold provides n-dimensional attainable sets, where n is as big as we want.In other words, constraints on velocities do not imply state constraints. Sucha situation is traditionally indicated by saying that constraints are \nonholo-nomic". Control theory is a discipline that systematically studies various typesof behavior under nonholonomic constraints and provides adequate methods forthe investigation of variational problems with nonholonomic constraints.The �rst chapter of the book is of introductory nature: we recall whatsmooth manifolds and ordinary di�erential equations on manifolds are, andde�ne control systems. Chapter 2 is devoted to an operator calculus that createsgreat exibility in handling of nonlinear control systems. In Chapters 3 and 4 weintroduce a simple and extremely popular in applications class of linear systemsand give an e�ective characterization of systems that can be made linear bya smooth transformation of the state space. Chapters 5{7 are devoted to thefundamental Orbit Theorem of Nagano and Sussmann and its applications. TheOrbit Theorem states that any orbit of the group generated by a family of owsis an immersed submanifold (the group itself may be huge and wild). Chapter 8contains general results on the structure of attainable sets starting from a simpletest to guarantee that these sets are full dimensional. In Chapter 9 we introducefeedback transformations, give a feedback classi�cation of linear systems, ande�ectively characterize systems that can be made linear by feedback and statetransformations.The rest of the book is mainly devoted to the Optimal Control. In Chap-



ivter 10 we state the optimal control problem, give its geometric interpretation,and discuss the existence of solutions. Chapter 11 contains basic facts on di�er-ential forms and Hamiltonian systems; we need this information to investigateoptimal control problems. Chapter 12 is devoted to the intrinsic formulationand detailed proof of the Pontryagin Maximum Principle, a key result in theOptimal Control Theory. Chapters 13{16 contain numerous applications of thePontryagin Maximum Principle including a curious property of Hamiltoniansystems with convex Hamiltonians and more or less complete theories of lin-ear time-optimal problems and linear{quadratic problems with �nite horizons.In Chapter 17 we discuss a Hamiltonian version of the theory of �elds of ex-tremals, which is suitable for applications in the Optimal Control, and introducethe Hamilton{Jacobi equation. Chapters 18 and 19 are devoted to the movingframes technique for optimal control problems and to problems on Lie groups.The de�nition and basic facts on Lie groups are given in Chapter 18: they aresimple corollaries of the general geometric control techniques developed in pre-vious chapters. Chapters 20 and 21 contain the theory of the Second Variationwith second order necessary and su�cient optimality conditions for regular andsingular extremals. The short Chapter 22 presents an instructive reduction pro-cedure, which establishes a connection between singular and regular extremals.In Chapter 23 we introduce and compute (in simplest low dimensional cases)the curvature, a remarkable feedback invariant of optimal control problems. Fi-nally in Chapter 24 we discuss the control of a classical nonholonomic system:two bodies rolling one on another without slipping or twisting. The Appendixcontains proofs of some results formulated in Chapter 2.This is a very brief overview of the contents of the book. In each chapterwe try to stay at textbook level, i.e. to present just the �rst basic resultswith some applications. The topic of practically every chapter has an extensivedevelopment, sometimes rather impressive. In order to study these topics deeperthe reader is referred to research papers.Geometric Control Theory is a broad subject and many important topicsare not even mentioned in the book. In particular, we do not study the feed-back stabilization problem and the huge theory of control systems with outputsincluding fundamental concepts of Observability and Realization. For this andother material see books on Control listed in the Bibliography.Acknowledgments.We wish to thank our Teachers Professor R.V. Gamkrelidze and ProfessorA. F. Filippov for their Lessons on Mathematics and Control Theory, and forencouragement during our work on this book.We acknowledge support of this project by the International School for Ad-vanced Studies (Trieste, Italy), Steklov Mathematical Institute (Moscow, Rus-sia), and Program Systems Institute (Pereslavl-Zalessky, Russia).We are grateful to the participants of the seminar on geometric control theoryat the International School for Advanced Studies, Trieste, especially to UlysseSerres, Igor Zelenko, and Sergio Rodrigues, for valuable remarks that helped usto improve exposition.



vWe are indebted to Irina and Elena: without patience and constant supportof our wives, this book could not be written. A.A. Agrachev, Yu. L. SachkovMoscow { Pereslavl-Zalessky { TriesteOctober 2003



vi



Contents1 Vector �elds and control systems 11.1 Smooth manifolds . . . . . . . . . . . . . . . . . . . . . . . . . . 11.2 Vector �elds on smooth manifolds . . . . . . . . . . . . . . . . . . 41.3 Smooth ODEs and ows on manifolds . . . . . . . . . . . . . . . 71.4 Control systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112 Elements of Chronological Calculus 192.1 Points, di�eomorphisms, and vector �elds . . . . . . . . . . . . . 192.2 Seminorms and C1(M )-topology . . . . . . . . . . . . . . . . . . 232.3 Families of functionals and operators . . . . . . . . . . . . . . . . 242.4 Chronological exponential . . . . . . . . . . . . . . . . . . . . . . 262.5 Action of di�eomorphisms on vector �elds . . . . . . . . . . . . . 342.6 Commutation of ows . . . . . . . . . . . . . . . . . . . . . . . . 382.7 Variations formula . . . . . . . . . . . . . . . . . . . . . . . . . . 392.8 Derivative of ow . . . . . . . . . . . . . . . . . . . . . . . . . . . 403 Linear systems 453.1 Cauchy's formula for linear systems . . . . . . . . . . . . . . . . . 453.2 Controllability of linear systems . . . . . . . . . . . . . . . . . . . 474 State linearizability 514.1 Local linearizability . . . . . . . . . . . . . . . . . . . . . . . . . 514.2 Global linearizability . . . . . . . . . . . . . . . . . . . . . . . . . 555 The Orbit Theorem 615.1 Formulation of the Orbit Theorem . . . . . . . . . . . . . . . . . 615.2 Immersed submanifolds . . . . . . . . . . . . . . . . . . . . . . . 625.3 Corollaries of the Orbit Theorem . . . . . . . . . . . . . . . . . . 645.4 Proof of the Orbit Theorem . . . . . . . . . . . . . . . . . . . . . 655.5 Analytic case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 695.6 Frobenius Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . 725.7 State equivalence of control systems . . . . . . . . . . . . . . . . 74vii



viii CONTENTS6 Rotations of the rigid body 796.1 State space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 796.2 Euler equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 826.3 Phase portrait . . . . . . . . . . . . . . . . . . . . . . . . . . . . 866.4 Controlled rigid body: orbits . . . . . . . . . . . . . . . . . . . . 887 Control of con�gurations 957.1 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 957.2 Two free points . . . . . . . . . . . . . . . . . . . . . . . . . . . . 987.3 Three free points . . . . . . . . . . . . . . . . . . . . . . . . . . . 997.4 Broken line . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1028 Attainable sets 1078.1 Full-rank systems . . . . . . . . . . . . . . . . . . . . . . . . . . . 1078.2 Compatible vector �elds and relaxations . . . . . . . . . . . . . . 1118.3 Poisson stability . . . . . . . . . . . . . . . . . . . . . . . . . . . 1148.4 Controlled rigid body: attainable sets . . . . . . . . . . . . . . . 1169 Feedback and state equivalence 1199.1 Feedback equivalence . . . . . . . . . . . . . . . . . . . . . . . . . 1199.2 Linear systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1219.3 State-feedback linearizability . . . . . . . . . . . . . . . . . . . . 12810 Optimal control problem 13510.1 Problem statement . . . . . . . . . . . . . . . . . . . . . . . . . . 13510.2 Reduction to study of attainable sets . . . . . . . . . . . . . . . . 13610.3 Compactness of attainable sets . . . . . . . . . . . . . . . . . . . 13810.4 Time-optimal problem . . . . . . . . . . . . . . . . . . . . . . . . 14110.5 Relaxations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14111 Exterior Calculus 14311.1 Di�erential 1-forms . . . . . . . . . . . . . . . . . . . . . . . . . . 14311.2 Di�erential k-forms . . . . . . . . . . . . . . . . . . . . . . . . . . 14511.3 Exterior di�erential . . . . . . . . . . . . . . . . . . . . . . . . . . 14911.4 Lie derivative of di�erential forms . . . . . . . . . . . . . . . . . . 15111.5 Elements of Symplectic Geometry . . . . . . . . . . . . . . . . . . 15412 Pontryagin Maximum Principle 16512.1 Geometric statement of PMP and discussion . . . . . . . . . . . . 16512.2 Proof of PMP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17012.3 Geometric statement of PMP for free time . . . . . . . . . . . . . 17512.4 PMP for optimal control problems . . . . . . . . . . . . . . . . . 17612.5 PMP with general boundary conditions . . . . . . . . . . . . . . 180



CONTENTS ix13 Examples of optimal control problems 18713.1 The fastest stop of a train at a station . . . . . . . . . . . . . . . 18713.2 Control of a linear oscillator . . . . . . . . . . . . . . . . . . . . . 19013.3 The cheapest stop of a train . . . . . . . . . . . . . . . . . . . . . 19313.4 Control of a linear oscillator with cost . . . . . . . . . . . . . . . 19513.5 Dubins car . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19614 Convex Hamiltonians 20315 Linear time-optimal problem 20715.1 Problem statement . . . . . . . . . . . . . . . . . . . . . . . . . . 20715.2 Geometry of polytopes . . . . . . . . . . . . . . . . . . . . . . . . 20815.3 Bang-bang theorem . . . . . . . . . . . . . . . . . . . . . . . . . . 20915.4 Uniqueness of optimal controls and extremals . . . . . . . . . . . 21115.5 Switchings of optimal control . . . . . . . . . . . . . . . . . . . . 21416 Linear-quadratic problem 21916.1 Problem statement . . . . . . . . . . . . . . . . . . . . . . . . . . 21916.2 Existence of optimal control . . . . . . . . . . . . . . . . . . . . . 22016.3 Extremals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22316.4 Conjugate points . . . . . . . . . . . . . . . . . . . . . . . . . . . 22517 Su�cient optimality conditions 23117.1 Su�cient optimality conditions . . . . . . . . . . . . . . . . . . . 23117.2 Hamilton-Jacobi equation . . . . . . . . . . . . . . . . . . . . . . 23817.3 Dynamic programming . . . . . . . . . . . . . . . . . . . . . . . . 24018 Geometric optimal control problems 24318.1 Trivialized cotangent bundle . . . . . . . . . . . . . . . . . . . . . 24318.2 Lie groups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25118.3 Hamiltonian systems on Lie groups . . . . . . . . . . . . . . . . . 25619 Problems on compact Lie groups 26119.1 Riemannian problem . . . . . . . . . . . . . . . . . . . . . . . . . 26119.2 A sub-Riemannian problem . . . . . . . . . . . . . . . . . . . . . 26319.3 Control of quantum systems . . . . . . . . . . . . . . . . . . . . . 26719.4 A time-optimal problem on SO(3) . . . . . . . . . . . . . . . . . 28020 Second order optimality conditions 28720.1 Hessian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28720.2 Local openness of mappings . . . . . . . . . . . . . . . . . . . . . 29020.3 Di�erentiation of the endpoint mapping . . . . . . . . . . . . . . 29820.4 Necessary optimality conditions . . . . . . . . . . . . . . . . . . . 30220.5 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31120.6 Single-input case . . . . . . . . . . . . . . . . . . . . . . . . . . . 314



x CONTENTS21 Jacobi equation 32521.1 Regular case: derivation of Jacobi equation . . . . . . . . . . . . 32621.2 Singular case: derivation of Jacobi equation . . . . . . . . . . . . 33021.3 Necessary optimality conditions . . . . . . . . . . . . . . . . . . . 33421.4 Transformation of Jacobi equation . . . . . . . . . . . . . . . . . 33521.5 Su�cient optimality conditions . . . . . . . . . . . . . . . . . . . 33822 Reduction 34722.1 Reduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34722.2 Rigid body control . . . . . . . . . . . . . . . . . . . . . . . . . . 35022.3 Angular velocity control . . . . . . . . . . . . . . . . . . . . . . . 35123 Curvature 35523.1 Curvature of 2-dimensional systems . . . . . . . . . . . . . . . . . 35523.2 Curvature of 3-dimensional control-a�ne systems . . . . . . . . . 36524 Rolling bodies 36924.1 Geometric model . . . . . . . . . . . . . . . . . . . . . . . . . . . 36924.2 Two-dimensional Riemannian geometry . . . . . . . . . . . . . . 37124.3 Admissible velocities . . . . . . . . . . . . . . . . . . . . . . . . . 37524.4 Controllability . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37624.5 Length minimization problem . . . . . . . . . . . . . . . . . . . . 379A Appendix 385A.1 Homomorphisms and operators in C1(M ) . . . . . . . . . . . . . 385A.2 Remainder term . . . . . . . . . . . . . . . . . . . . . . . . . . . 387Bibliography 391List of Figures 403Index 405



Chapter 1Vector �elds and controlsystems on smoothmanifolds1.1 Smooth manifoldsWe give just a brief outline of basic notions related to the smooth manifolds.For a consistent presentation, see an introductory chapter to any textbook onanalysis on manifolds, e. g. [147].In the sequel, \smooth" (manifold, mapping, vector �eld etc.) means C1.De�nition 1.1. A subset M � Rn is called a smooth k-dimensional submani-fold of Rn, k � n, if any point x 2 M has a neighborhood Ox in Rn in whichM is described in one of the following ways:(1) there exists a smooth vector-functionF : Ox ! Rn�k; rank dFdx ����q = n� ksuch that Ox \M = F�1(0);(2) there exists a smooth vector-functionf : V0 ! Rnfrom a neighborhood of the origin 0 2 V0 � Rk withf(0) = x; rank d fd x ����0 = k1



2 CHAPTER 1. VECTOR FIELDS AND CONTROL SYSTEMSsuch that Ox \M = f(V0)and f : V0 ! Ox \M is a homeomorphism;(3) there exists a smooth vector-function� : Ox ! O0 � Rnonto a neighborhood of the origin 0 2 O0 � Rn withrank d�d x ����x = nsuch that �(Ox \M ) = Rk\O0:Exercise 1.1. Prove that three local descriptions of a smooth submanifoldgiven in (1){(3) are mutually equivalent.Remarks. (1) There are two topologically di�erent one-dimensional manifolds:the line R1 and the circle S1. The sphere S2 and the torus T2 = S1 � S1 aretwo-dimensional manifolds. The torus can be viewed as a sphere with a handle.Any compact orientable two-dimensional manifold is topologically a sphere withp handles, p = 0; 1; 2; : : : .(2) Smooth manifolds appear naturally already in the basic analysis. Forexample, the circle S1 and the torus T2 are natural domains of periodic anddoubly periodic functions respectively. On the sphere S2, it is convenient toconsider restriction of homogeneous functions of 3 variables.So a smooth submanifold is a subset in Rn which can locally be de�ned by aregular system of smooth equations and by a smooth regular parametrization.In spite of the intuitive importance of the image of manifolds as subsets ofa Euclidean space, it is often convenient to consider manifolds independently ofany embedding in Rn. An abstract manifold is de�ned as follows.De�nition 1.2. A smooth k-dimensional manifold M is a Hausdor� paracom-pact topological space endowed with a smooth structure: M is covered by asystem of open subsets M = [�O�called coordinate neighborhoods, in each of which is de�ned a homeomorphism�� : O� ! Rkcalled a local coordinate system such that all compositions�� ���1� : ��(O� \O�) � Rk! ��(O� \O�) � Rkare di�eomorphisms, see �g. 1.1.



1.1. SMOOTH MANIFOLDS 3����O� O� �� ���1�M RkFigure 1.1: Coordinate system in smooth manifoldMAs a rule, we denote points of a smooth manifold by q, and its coordinaterepresentation in a local coordinate system by x:q 2M; �� : O�! Rk; x = �(q) 2 Rk:For a smooth submanifold in Rn, the abstract De�nition 1.2 holds. Con-versely, any connected smooth abstract manifold can be considered as a smoothsubmanifold in Rn. Before precise formulation of this statement, we give twode�nitions.De�nition 1.3. Let M and N be k- and l-dimensional smooth manifolds re-spectively. A continuous mappingf : M ! Nis called smooth if it is smooth in coordinates. That is, let M = [�O� andN = [�V� be coverings of M and N by coordinate neighborhoods and�� : O� ! Rk; 	� : V� ! Rlthe corresponding coordinate mappings. Then all compositions	� � f ���1� : ��(O� \ f�1(V�)) � Rk! 	�(f(O�) \ V�) � Rlshould be smooth.De�nition 1.4. A smooth manifold M is called di�eomorphic to a smoothmanifold N if there exists a homeomorphismf : M ! Nsuch that both f and its inverse f�1 are smooth mappings. Such mapping f iscalled a di�eomorphism.



4 CHAPTER 1. VECTOR FIELDS AND CONTROL SYSTEMSThe set of all di�eomorphisms f : M ! M of a smooth manifold M isdenoted by Di�M .A smooth mapping f : M ! N is called an embedding of M into N iff : M ! f(M ) is a di�eomorphism. A mapping f : M ! N is called properif f�1(K) is compact for any compactum K b N (the notation K b N meansthat K is a compact subset of N ).Theorem 1.1 (Whitney). Any smooth connected k-dimensional manifold canbe properly embedded into R2k+1.Summing up, we may say that a smooth manifold is a space which lookslocally like a linear space but without �xed linear structure, so that all smoothcoordinates are equivalent. The manifolds, not linear spaces, form an adequateframework for the modern nonlinear analysis.1.2 Vector �elds on smooth manifoldsThe tangent space to a smooth manifold at a point is a linear approximation ofthe manifold in the neighborhood of this point.De�nition 1.5. Let M be a smooth k-dimensional submanifold of Rn and x 2M its point. Then the tangent space to M at the point x is a k-dimensionallinear subspace TxM � Rnde�ned as follows for cases (1){(3) of De�nition 1.1:(1) TxM = Ker dFdx ����x,(2) TxM = Im d fd x����0,(3) TxM = � d�d x ����x��1 Rk.Remark. The tangent space is a coordinate-invariant object since smooth chan-ges of variables lead to linear transformations of the tangent space.In an abstract way, the tangent space to a manifold at a point is the set ofvelocity vectors to all smooth curves in the manifold that start from this point.De�nition 1.6. Let (�) be a smooth curve in a smooth manifoldM startingfrom a point q 2M : : (�"; ") !M a smooth mapping; (0) = q:The tangent vector d d t ����t=0 = _(0)



1.2. VECTOR FIELDS ON SMOOTH MANIFOLDS 5to the curve (�) at the point q is the equivalence class of all smooth curves inM starting from q and having the same 1-st order Taylor polynomial as (�),for any coordinate system in a neighborhood of q.(0) _(0) (t)Figure 1.2: Tangent vector _(0)De�nition 1.7. The tangent space to a smooth manifoldM at a point q 2Mis the set of all tangent vectors to all smooth curves in M starting at q:TqM = � d d t ����t=0 j  : (�"; ") !M smooth; (0) = q� :MqTqM (t)_(0)Figure 1.3: Tangent space TqMExercise 1.2. Let M be a smooth k-dimensional manifold and q 2 M . Showthat the tangent space TqM has a natural structure of a linear k-dimensionalspace.De�nition 1.8. A smooth vector �eld on a smooth manifold M is a smoothmapping q 2M 7! V (q) 2 TqMthat associates to any point q 2M a tangent vector V (q) at this point.In the sequel we denote by VecM the set of all smooth vector �elds on asmooth manifoldM .



6 CHAPTER 1. VECTOR FIELDS AND CONTROL SYSTEMSDe�nition 1.9. A smooth dynamical system, or an ordinary di�erential equa-tion (ODE ), on a smooth manifoldM is an equation of the formd qd t = V (q); q 2M;or, equivalently, _q = V (q); q 2M;where V (q) is a smooth vector �eld onM . A solution to this system is a smoothmapping  : I !M;where I � R is an interval, such thatd d t = V ((t)) 8 t 2 I:(t) V ((t))Figure 1.4: Solution to ODE _q = V (q)De�nition 1.10. Let � : M ! N be a smooth mapping between smoothmanifoldsM and N . The di�erential of � at a point q 2M is a linear mappingDq� : TqM ! T�(q)Nde�ned as follows: Dq�� d d t ����t=0� = dd t ����t=0�((t));where  : (�"; ")!M; q(0) = q;is a smooth curve in M starting at the point q, see �g. 1.5.



1.3. SMOOTH ODES AND FLOWS ON MANIFOLDS 7q = (0) v = _(0)(t)M �(q) �((t))Dq� vNDq��Figure 1.5: Di�erential Dq�Now we apply smooth mappings to vector �elds. Let V 2 VecM be a vector�eld on M and _q = V (q) (1.1)the corresponding ODE. To �nd the action of a di�eomorphism� : M ! N; � : q 7! x = �(q)on the vector �eld V (q), take a solution q(t) of (1.1) and compute the ODEsatis�ed by the image x(t) = �(q(t)):_x(t) = dd t�(q(t)) = (Dq�) _q(t) = (Dq�)V (q(t)) = (D��1(x)�)V (��1(x(t))):So the required ODE is _x = �D��1(x)��V (��1(x)): (1.2)The right-hand side here is the transformed vector �eld on N induced by thedi�eomorphism �: (��V )(x) def= �D��1(x)��V (��1(x)):The notation ��q is used, along with Dq�, for di�erential of a mapping �at a point q.Remark. In general, a smooth mapping � induces transformation of tangentvectors, not of vector �elds. In order that D� transform vector �elds to vector�elds, � should be a di�eomorphism.1.3 Smooth di�erential equations and ows onmanifoldsTheorem 1.2. Consider a smooth ODE_q = V (q); q 2M � Rn; (1.3)



8 CHAPTER 1. VECTOR FIELDS AND CONTROL SYSTEMSon a smooth submanifold M of Rn. For any initial point q0 2M , there exists aunique solution q(t; q0); t 2 (a; b); a < 0 < b;of equation (1:3) with the initial conditionq(0; q0) = q0;de�ned on a su�ciently short interval (a; b). The mapping(t; q0) 7! q(t; q0)is smooth. In particular, the domain (a; b) of the solution q(�; q0) can be chosensmoothly depending on q0.Proof. We prove the theorem by reduction to its classical analog in Rn.The statement of the theorem is local. We rectify the submanifoldM in theneighborhood of the point q0:� : Oq0 � Rn! O0 � Rn;�(Oq0 \M ) = Rk:Consider the restriction ' = �jM . Then a curve q(t) in M is a solution to (1.3)if and only if its image x(t) = '(q(t)) in Rk is a solution to the induced system:_x = ��V (x); x 2 Rk:Theorem 1.3. Let M � Rn be a smooth submanifold and let_q = V (q); q 2 Rn; (1.4)be a system of ODEs in Rn such thatq 2M ) V (q) 2 TqM:Then for any initial point q0 2 M , the corresponding solution q(t; q0) to (1:4)with q(0; q0) = q0 belongs to M for all su�ciently small jtj.Proof. Consider the restricted vector �eld:f = V jM :By the existence theorem for M , the system_q = f(q); q 2M;has a solution q(t; q0), q(0; q0) = q0, withq(t; q0) 2M for small jtj: (1.5)On the other hand, the curve q(t; q0) is a solution of (1.4) with the same initialcondition. Then inclusion (1.5) proves the theorem.



1.3. SMOOTH ODES AND FLOWS ON MANIFOLDS 9De�nition 1.11. A vector �eld V 2 VecM is called complete, if for all q0 2Mthe solution q(t; q0) of the Cauchy problem_q = V (q); q(0; q0) = q0 (1.6)is de�ned for all t 2 R.Example 1.1. The vector �eld V (x) = x is complete onR, as well as onRnf0g,(�1; 0), (0;+1), and f0g, but not complete on other submanifolds of R. Thevector �eld V (x) = x2 is not complete on any submanifolds of R except f0g.Proposition 1.1. Suppose that there exists " > 0 such that for any q0 2 Mthe solution q(t; q0) to Cauchy problem (1:6) is de�ned for t 2 (�"; "). Then thevector �eld V (q) is complete.Remark. In this proposition it is required that there exists " > 0 common forall initial points q0 2M . In general, " may be not bounded away from zero forall q0 2M . E.g., for the vector �eld V (x) = x2 we have "! 0 as x0 !1.Proof. Suppose that the hypothesis of the proposition is true. Then we canintroduce the following family of mappings in M :P t : M !M; t 2 (�"; ");P t : q0 7! q(t; q0):P t(q0) is the shift of a point q0 2 M along the trajectory of the vector �eldV (q) for time t.By Theorem 1.2, all mappings P t are smooth. Moreover, the family fP t jt 2 (�"; ") g is a smooth family of mappings.A very important property of this family is that it forms a local one-para-meter group, i.e.,P t(P s(q)) = P s(P t(q)) = P t+s(q); q 2M; t; s; t+ s 2 (�"; "):Indeed, the both curves in M :t 7! P t(P s(q)) and t 7! P t+s(q)satisfy the ODE _q = V (q) with the same initial value P 0(P s(q)) = P 0+s(q) =P s(q). By uniqueness, P t(P s(q)) = P t+s(q). The equality for P s(P t(q)) isobtained by switching t and s.So we have the following local group properties of the mappings P t:P t � P s = P s � P t = P t+s; t; s; t+ s 2 (�"; ");P 0 = Id;P�t � P t = P t � P�t = Id; t 2 (�"; ");P�t = �P t��1 ; t 2 (�"; "):In particular, all P t are di�eomorphisms.



10 CHAPTER 1. VECTOR FIELDS AND CONTROL SYSTEMSNow we extend the mappings P t for all t 2 R. Any t 2 R can be representedas t = "2K + �; 0 � � < "2 ; K = 0;�1;�2; : : : :We set P t def= P � � P�"=2 � � � � �P�"=2| {z }jKj times ; � = sgn t:Then the curve t 7! P t(q0); t 2 R;is a solution to Cauchy problem (1.6).De�nition 1.12. For a complete vector �eld V 2 VecM , the mappingt 7! P t; t 2 R;is called the ow generated by V .Remark. It is useful to imagine a vector �eld V 2 VecM as a �eld of velocityvectors of a moving liquid in M . Then the ow P t takes any particle of theliquid from a position q 2 M and transfers it for a time t 2 R to the positionP t(q) 2M , see �g. 1.6. q P t(q)V MFigure 1.6: Flow P t of vector �eld VSimple su�cient conditions for completeness of a vector �eld are given interms of compactness.Proposition 1.2. Let K �M be a compact subset, and let V 2 VecM . Thenthere exists "K > 0 such that for all q0 2 K the solution q(t; q0) to Cauchyproblem (1:6) is de�ned for all t 2 (�"K ; "K).Proof. By Theorem 1.2, domain of the solution q(t; q0) can be chosen contin-uously depending on q0. The diameter of this domain has a positive in�mum2"K for q0 in the compact set K.



1.4. CONTROL SYSTEMS 11Corollary 1.1. If a smooth manifold M is compact, then any vector �eld V 2VecM is complete.Corollary 1.2. Suppose that a vector �eld V 2 VecM has a compact support:supp V def= f q 2M j V (q) 6= 0 g is compact.Then V is complete.Proof. Indeed, by Proposition 1.2, there exists " > 0 such that all trajectoriesof V starting in supp V are de�ned for t 2 (�"; "). But V jMnsuppV = 0, andall trajectories of V starting outside of suppV are constant, thus de�ned for allt 2 R. By Proposition 1.1, the vector �eld V is complete.Remark. If we are interested in the behavior of (trajectories of) a vector �eldV 2 VecM in a compact subset K � M , we can suppose that V is complete.Indeed, take an open neighborhood OK of K with the compact closure OK. Wecan �nd a function a 2 C1(M ) such thata(q) = � 1; q 2 K;0; q 2M nOK :Then the vector �eld a(q)V (q) 2 VecM is complete since it has a compactsupport. On the other hand, in K the vector �elds a(q)V (q) and V (q) coincide,thus have the same trajectories.1.4 Control systemsFor dynamical systems, the future q(t; q0), t > 0, is completely determined bythe present state q0 = q(0; q0). The law of transformation q0 7! q(t; q0) is theow P t, i.e., dynamics of the system_q = V (q); q 2M; (1.7)it is determined by one vector �eld V (q).In order to be able to a�ect dynamics, to control it, we consider a family ofdynamical systems _q = Vu(q); q 2M; u 2 U; (1.8)with a family of vector �elds Vu parametrized by a parameter u 2 U . A systemof the form (1.8) is called a control system. The variable u is a control parameter ,and the set U is the space of control parameters. A priori we do not impose anyrestrictions on U , it is an arbitrary set, although, typically U will be a subsetof a smooth manifold. The variable q is the state, and the manifold M is thestate space of control system (1.8).In control theory we can change dynamics of control system (1.8) at anymoment of time by changing values of u 2 U . For any u 2 U , the correspondingvector �eld Vu 2 VecM generates the ow, which is denoted by P tu.



12 CHAPTER 1. VECTOR FIELDS AND CONTROL SYSTEMSA typical problem of control theory is to �nd the set of points that can bereached from an initial point q0 2 M by choosing various values of u 2 U andswitching from one value to another time to time (for dynamical system (1.7),this reachable set is just the semitrajectory q(t; q0) = P t(q0), t � 0). Supposethat we start from a point q0 2 M and use the following control strategy forcontrol system (1.8): �rst we choose some control parameter u1 2 U , then weswitch to another control parameter u2 2 U . Which points inM can be reachedwith such control strategy? With the control parameter u1, we can reach pointsof the form fP t1u1(q0) j t1 � 0 g;and the whole set of reachable points has the formfP t2u2 � P t1u1(q0) j t1; t2 � 0 g;a piece of a 2-dimensional surface:P t1u1 P t2u2q0A natural next question is: what points can be reached from q0 by any kindof control strategies?Before studying this question, consider a particular control system that givesa simpli�ed model of a car.Example 1.2. We suppose that the state of a car is determined by the positionof its center of mass x = (x1; x2) 2 R2 and orientation angle � 2 S1 relative tothe positive direction of the axis x1. Thus the state space of our system is anontrivial 3-dimensional manifold, a solid torusM = f q = (x; �) j x 2 R2; � 2 S1 g = R2� S1:Suppose that two kinds of motion are possible: we can drive the car forwardand backwards with some �xed linear velocity u1 2 R, and we can turn the cararound its center of mass with some �xed angular velocity u2 2 R. We cancombine these two kinds of motion in an admissible way.The dynamical system that describes the linear motion with a velocity u1 2R has the form 8<: _x1 = u1 cos �;_x2 = u1 sin �;_� = 0: (1.9)



1.4. CONTROL SYSTEMS 13Rotation with an angular velocity u2 2 R is described as8<: _x1 = 0;_x2 = 0;_� = u2: (1.10)The control parameter u = (u1; u2) can take any values in the given subsetU � R2. If we write ODEs (1.9) and (1.10) in the vector form:_q = u1V1(q); _q = u2V2(q);where V1(q) = 0@ cos �sin �0 1A ; V2(q) = 0@ 001 1A ; (1.11)then our model reads_q = Vu(q) = u1V1(q) + u2V2(q); q 2M; u 2 U:This model can be rewritten in the complex form:z = x1 + ix2 2 C ;_z = u1ei�;_� = u2;(u1; u2) 2 U; (z; �) 2 C � S1:Remark. Control system (1.8) is often written in another form:_q = f(q; u); q 2M; u 2 U:We prefer the notation Vu(q), which stresses that for a �xed u 2 U , Vu is asingle object | a vector �eld on M .Now we return to the study of the points reachable by trajectories of acontrol system from an initial point.De�nition 1.13. The attainable set (or reachable set) of control system (1.8)with piecewise-constant controls from a point q0 2M for a time t � 0 is de�nedas follows:Aq0(t) = fP �kuk � : : : � P �1u1 (q0) j �i � 0; kXi=1 �i = t; ui 2 U; k 2 N g:The attainable set from q0 for arbitrary nonnegative time of motion has theform Aq0 = [t�0Aq0(t);see �g. 1.7.



14 CHAPTER 1. VECTOR FIELDS AND CONTROL SYSTEMSAq0q0Vu1 Vu2Vu3 Vuk
Figure 1.7: Attainable set Aq0For simplicity, consider �rst the smallest nontrivial space of control param-eters consisting of two indices: U = f1; 2g(even this simple case shows essential features of the reachability problem).Then the attainable set for arbitrary nonnegative times has the form:Aq0 = fP �k2 � P �k�11 � : : : � P �22 � P �11 (q0) j �i � 0; k 2 N g:This expression suggests that the attainable set Aq0 depends heavily upon com-mutator properties of the ows P t1 and P s2 .Consider �rst the trivial commutative case, i.e., suppose that the ows com-mute: P t1 � P s2 = P s2 � P t1 8t; s 2 R:Then the attainable set can be evaluated precisely: sinceP �k2 � P �k�11 � : : : � P �22 � P �11 = P �k+:::+�22 � P �k�1+:::+�11 ;then Aq0 = fP s2 � P t1(q0) j t; s � 0 g:So in the commutative case the attainable set by two control parameters is apiece of a smooth two-dimensional surface, possibly with singularities. It is easyto see that if the number of control parameters is k � 2 and the correspondingows P t11 , : : : , P tkk commute, then Aq0 is, in general, a piece of a k-dimensionalmanifold, and, in particular, dimAq0 � k.But this commutative case is exceptional and occurs almost never in realcontrol systems.Example 1.3. In the model of a car considered above the control dynamics isde�ned by two vector �elds (1:11) on the 3-dimensional manifoldM = R2x�S1� .



1.4. CONTROL SYSTEMS 15x1�1q1 x0 �0 q0Figure 1.8: Initial and �nal con�gurations of the carq1 q0PV1t1PV2t2PV1t3Figure 1.9: Steering the car from q0 to q1It is obvious that from any initial con�guration q0 = (x0; �0) 2M we can drivethe car to any terminal con�guration q1 = (x1; �1) 2 M by alternating linearmotions and rotations (both with �xed velocities), see �g. 1.9.So any point in the 3-dimensional manifoldM can be reached by means of2 vector �elds V1, V2. This is due to noncommutativity of these �elds (i.e., oftheir ows).Given an arbitrary pair of vector �elds V1; V2 2 VecM , how can one recog-nize their commuting properties without �nding the ows P t1, P s2 explicitly, i.e.,without integration of the ODEs _q = V1(q), _q = V2(q) ?If the ows P t1, P s2 commute, then the curve(s; t) = P�t1 � P s2 � P t1(q) = P s2 (q); t; s 2 R; (1.12)does not depend on t. It is natural to suggest that a lower-order term in theTaylor expansion of (1:12) at t = s = 0 is responsible for commuting propertiesof ows of the vector �elds V1, V2 at the point q. The �rst-order derivatives@ @ t ����s=t=0 = 0; @ @ s ����s=t=0 = V2(q)are obviously useless, as well as the pure second-order derivatives@2@t2 ����s=t=0 = 0; @2@s2 ����s=t=0 = @@ s ����s=0 V2(P s2 (q)):



16 CHAPTER 1. VECTOR FIELDS AND CONTROL SYSTEMSThe required derivative should be the mixed second-order one@2@t@s ����s=t=0 :It turns out that this derivative is a tangent vector to M . It is called the Liebracket of the vector �elds V1, V2 and is denoted by [V1; V2](q):[V1; V2](q) def= @2@t@s ����t=s=0 P�t1 � P s2 � P t1(q) 2 TqM: (1.13)The vector �eld [V1; V2] 2 VecM determines commuting properties of V1 andV2 (it is often called commutator of vector �elds V1, V2).An e�ective formula for computing Lie bracket of vector �elds in local coor-dinates is given in the following statement.Proposition 1.3. Let V1, V2 be vector �elds on Rn. Then[V1; V2](x) = d V2d q V1(x)� d V1d x V2(x): (1.14)The proof is left to the reader as an exercise.Another way to de�ne Lie bracket of vector �elds V1, V2 is to consider thepath (t) = P�t2 � P�t1 � P t2 � P t1(q);see �g. 1.10.Exercise 1.3. Show that in local coordinates(t) = x+ [V1; V2](x)t2 + o(t2); t! 0;i.e., [V1; V2](x) is the velocity vector of the C1 curve (pt). In particular, thisproves that [V1; V2](x) is indeed a tangent vector to M :[V1; V2](x) 2 TxM:In the next chapter we will develop an e�cient algebraic way to do similarcalculations without any coordinates.In the commutative case, the set of reachable points does not depend on thenumber of switches of a control strategy used. In the general noncommutativecase, on the contrary, the greater number of switches, the more points can bereached.Suppose that we can move along vector �elds �V1 and �V2. Then, in�nites-imally, we can move in the new direction �[V1; V2], which is in general linearlyindependent of the initial ones �V1, �V2. Using the same switching controlstrategy with the vector �elds �V1 and �[V1; V2], we add one more in�nitesimaldirection of motion �[V1; [V1; V2]]. Analogously, we can obtain �[V2; [V1; V2]].Iterating this procedure with the new vector �elds obtained at previous steps,we can have a Lie bracket of arbitrarily high order as an in�nitesimal directionof motion with a su�ciently large number of switches.



1.4. CONTROL SYSTEMS 17qP t1 P t2 P�t1P�t2(t)[V1; V2](q)Figure 1.10: Lie bracket of vector �elds V1, V2Example 1.4. Compute the Lie bracket of the vector �eldsV1(q) = 0@ cos �sin �0 1A ; V2(q) = 0@ 001 1A ; q = 0@ x1x2� 1A 2 R2(x1;x2) � S1�appearing in the model of a car. Recall that the �eld V1 generates the forwardmotion, and V2 the counterclockwise rotation of the car. By (1:14), we have[V1; V2](q) = d V2d q V1(q) � d V1d q V2(q) = �0@ 0 0 � sin �0 0 cos �0 0 0 1A0@ 001 1A= 0@ sin �� cos �0 1A :The vector �eld [V1; V2] generates the motion of the car in the direction perpen-dicular to orientation of the car. This is a typical maneuver in parking a car:the sequence of 4 motions with the same small amplitude of the formmotion forward! rotation counterclockwise ! motion backward!! rotation clockwiseresults in motion to the right (in the main term), see �g. 1.11.We show this explicitly by computing the Lie bracket [V1; V2] as in Exer-cise 1.3: P�t2 � P�t1 � P t2 �P t10@ x1x2� 1A = 0@ x1 + t(cos � � cos(� + t))x2 + t(sin � � sin(� + t))� 1A= 0@ x1x2� 1A+ t20@ sin �� cos �0 1A+ o(t2); t! 0;



18 CHAPTER 1. VECTOR FIELDS AND CONTROL SYSTEMSP t1 P t2P�t1P�t2Figure 1.11: Lie bracket for a moving carand we have once more [V1; V2](q) = 0@ sin �� cos �0 1A : (1.15)Of course, we can also compute this Lie bracket by de�nition as in (1:13):P�t1 � P s2 � P t10@ x1x2� 1A = 0@ x1 + t(cos � � cos(� + s))x2 + t(sin � � sin(� + s))� + s 1A= 0@ x1x2� 1A + s0@ 001 1A + ts0@ sin �� cos �0 1A+ O(t2 + s2)3=2; t; s! 0;and the Lie bracket (1:15) follows.



Chapter 2Elements of ChronologicalCalculusWe introduce an operator calculus that will allow us to work with nonlinearsystems and ows as with linear ones, at least at the formal level. The ideais to replace a nonlinear object, a smooth manifold M , by a linear, althoughin�nite-dimensional one: the commutative algebra of smooth functions on M(for details, see [19], [22]). For basic de�nitions and facts of functional analysisused in this chapter, one can consult e.g. [145].2.1 Points, di�eomorphisms, and vector �eldsIn this section we identify points, di�eomorphisms, and vector �elds on themanifoldM with functionals and operators on the algebra C1(M ) of all smoothreal-valued functions on M .Addition, multiplication, and product with constants are de�ned in the al-gebra C1(M ), as usual, pointwise: if a; b 2 C1(M ), q 2M , � 2 R, then(a+ b)(q) = a(q) + b(q);(a � b)(q) = a(q) � b(q);(� � a)(q) = � � a(q):Any point q 2M de�nes a linear functionalbq : C1(M )! R; bqa = a(q); a 2 C1(M ):The functionals bq are homomorphisms of the algebras C1(M ) and R:bq(a + b) = bqa + bqb; a; b 2 C1(M );bq(a � b) = (bqa) � (bqb); a; b 2 C1(M );bq(� � a) = � � bqa; � 2 R; a 2 C1(M ):19



20 CHAPTER 2. ELEMENTS OF CHRONOLOGICAL CALCULUSSo to any point q 2 M , there corresponds a nontrivial homomorphism of alge-bras bq : C1(M )! R. It turns out that there exists an inverse correspondence.Proposition 2.1. Let ' : C1(M ) ! R be a nontrivial homomorphism ofalgebras. Then there exists a point q 2M such that ' = bq.We prove this proposition in the Appendix.Remark. Not only the manifoldM can be reconstructed as a set from the algebraC1(M ). One can recover topology on M from the weak topology in the spaceof functionals on C1(M ):limn!1 qn = q if and only if limn!1 bqna = bqa 8a 2 C1(M ):Moreover, the smooth structure on M is also recovered from C1(M ), actually,\by de�nition": a real function on the set fbq j q 2Mg is smooth if and only ifit has a form bq 7! bqa for some a 2 C1(M ).Any di�eomorphism P : M ! M de�nes an automorphism of the algebraC1(M ): bP : C1(M )! C1(M ); bP 2 Aut(C1(M ));( bPa)(q) = a(P (q)); q 2M; a 2 C1(M );i.e., bP acts as a change of variables in a function a. Conversely, any automor-phism of C1(M ) has such a form.Proposition 2.2. Any automorphism A : C1(M ) ! C1(M ) has a form ofbP for some P 2 Di�M .Proof. Let A 2 Aut(C1(M )). Take any point q 2M . Then the compositionbq �A : C1(M )! Ris a nonzero homomorphismof algebras, thus it has the form bq1 for some q1 2M .We denote q1 = P (q) and obtainbq �A =[P (q) = bq � bP 8q 2M;i.e., A = bP;and P is the required di�eomorphism.Now we characterize tangent vectors to M as functionals on C1(M ). Tan-gent vectors to M are velocity vectors to curves in M , and points of M areidenti�ed with linear functionals on C1(M ); thus we should obtain linear func-tionals on C1(M ), but not homomorphisms intoR. To understand, which func-tionals on C1(M ) correspond to tangent vectors to M , take a smooth curve



2.1. POINTS, DIFFEOMORPHISMS, AND VECTOR FIELDS 21q(t) of points in M . Then the corresponding curve of functionals bq(t) = dq(t) onC1(M ) satis�es the multiplicative rulebq(t)(a � b) = bq(t)a � bq(t)b; a; b 2 C1(M ):We di�erentiate this equality at t = 0 and obtain that the velocity vector to thecurve of functionals � def= d bqd t ����t=0 ; � : C1(M )! R;satis�es the Leibniz rule:�(ab) = �(a)b(q(0)) + a(q(0))�(b):Consequently, to each tangent vector v 2 TqM we should put into corre-spondence a linear functional � : C1(M )! Rsuch that �(ab) = (�a)b(q) + a(q)(�b); a; b 2 C1(M ): (2.1)But there is a linear functional � = bv naturally related to any tangent vectorv 2 TqM , the directional derivative along v:bva = dd t ����t=0 a(q(t)); q(0) = q; _q(0) = v;and such functional satis�es Leibniz rule (2:1).Now we show that this rule characterizes exactly directional derivatives.Proposition 2.3. Let � : C1(M ) ! R be a linear functional that satis�esLeibniz rule (2:1) for some point q 2 M . Then � = bv for some tangent vectorv 2 TqM .Proof. Notice �rst of all that any functional � that meets Leibniz rule (2:1) islocal, i.e., it depends only on values of functions in an arbitrarily small neigh-borhood Oq of the point q:~ajOq = ajOq ) �~a = �a; a; ~a 2 C1(M ):Indeed, take a cut function b 2 C1(M ) such that bjMnOq � 1 and b(q) = 0.Then (~a� a)b = ~a� a, thus�(~a� a) = �((~a � a)b) = �(~a� a) b(q) + (~a � a)(q) �b = 0:So the statement of the proposition is local, and we prove it in coordinates.



22 CHAPTER 2. ELEMENTS OF CHRONOLOGICAL CALCULUSLet (x1; : : : ; xn) be local coordinates onM centered at the point q. We haveto prove that there exist �1; : : : ; �n 2 R such that� = nXi=1 �i @@ xi ����0 :First of all, �(1) = �(1 � 1) = (�1) � 1 + 1 � (�1) = 2�(1);thus �(1) = 0. By linearity, �(const) = 0.In order to �nd the action of � on an arbitrary smooth function, we expandit by the Hadamard Lemma:a(x) = a(0) + nXi=1 Z 10 @ a@ xi (tx)xi dt = a(0) + nXi=1 bi(x)xi;where bi(x) = Z 10 @ a@ xi (tx) dtare smooth functions. Now�a = nXi=1 �(bixi) = nXi=1 ((�bi)xi(0) + bi(0)(�xi)) = nXi=1 �i @ a@ xi (0);where we denote �i = �xi and make use of the equality bi(0) = @ a@ xi (0).So tangent vectors v 2 TqM can be identi�ed with directional derivativesbv : C1(M )! R, i.e., linear functionals that meet Leibniz rule (2:1).Now we characterize vector �elds on M . A smooth vector �eld on M is afamily of tangent vectors vq 2 TqM , q 2M , such that for any a 2 C1(M ) themapping q 7! vqa, q 2M , is a smooth function on M .To a smooth vector �eld V 2 VecM there corresponds a linear operatorbV : C1(M )! C1(M )that satis�es the Leibniz rulebV (ab) = (bV a)b+ a(bV b); a; b 2 C1(M );the directional derivative (Lie derivative) along V .A linear operator on an algebra meeting the Leibniz rule is called a derivationof the algebra, so the Lie derivative bV is a derivation of the algebra C1(M ). Weshow that the correspondence between smooth vector �elds on M and deriva-tions of the algebra C1(M ) is invertible.Proposition 2.4. Any derivation of the algebra C1(M ) is the directional de-rivative along some smooth vector �eld on M .



2.2. SEMINORMS AND C1(M )-TOPOLOGY 23Proof. Let D : C1(M ) ! C1(M ) be a derivation. Take any point q 2 M .We show that the linear functionaldq def= bq �D : C1(M )! Ris a directional derivative at the point q, i.e., satis�es Leibniz rule (2:1):dq(ab) = bq(D(ab)) = bq((Da)b + a(Db)) = bq(Da)b(q) + a(q)bq(Db) =(dqa)b(q) + a(q)(dqb); a; b 2 C1(M ):So we can identify points q 2 M , di�eomorphisms P 2 Di�M , and vector�elds V 2 VecM with nontrivial homomorphisms bq : C1(M ) ! R, auto-morphisms bP : C1(M ) ! C1(M ), and derivations bV : C1(M ) ! C1(M )respectively.For example, we can write a point P (q) in the operator notation as bq � bP .Moreover, in the sequel we omit hats and write q � P . This does not causeambiguity: if q is to the right of P , then q is a point, P a di�eomorphism, andP (q) is the value of the di�eomorphismP at the point q. And if q is to the left ofP , then q is a homomorphism, P an automorphism, and q �P a homomorphismof C1(M ). Similarly, V (q) 2 TqM is the value of the vector �eld V at the pointq, and q � V : C1(M )! R is the directional derivative along the vector V (q).2.2 Seminorms and C1(M)-topologyWe introduce seminorms and topology on the space C1(M ).By Whitney's Theorem, a smooth manifold M can be properly embeddedinto a Euclidean space RN for su�ciently large N . Denote by hi, i = 1; : : : ; N ,the smooth vector �eld on M that is the orthogonal projection from RN to Mof the constant basis vector �eld @@ xi 2 Vec(RN). So we have N vector �eldsh1; : : : ; hN 2 VecM that span the tangent space TqM at each point q 2M .We de�ne the family of seminorms k � ks;K on the space C1(M ) in thefollowing way:kaks;K = sup fjhil � � � � � hi1a(q)j j q 2 K; 1 � i1; : : : ; il � N; 0 � l � sg ;a 2 C1(M ); s � 0; K bM:This family of seminorms de�nes a topology on C1(M ). A local base of thistopology is given by the subsets�a 2 C1(M ) j kakn;Kn < 1n� ; n 2 N;where Kn, n 2 N, is a chained system of compacta that cover M :Kn � Kn+1; 1[n=1Kn =M:



24 CHAPTER 2. ELEMENTS OF CHRONOLOGICAL CALCULUSThis topology on C1(M ) does not depend on embedding of M into RN.It is called the topology of uniform convergence of all derivatives on compacta,or just C1(M )-topology . This topology turns C1(M ) into a Fr�echet space(a complete, metrizable, locally convex topological vector space).A sequence of functions ak 2 C1(M ) converges to a 2 C1(M ) as k!1 ifand only if limk!1kak � aks;K = 0 8 s � 0; K bM:For vector �elds V 2 VecM , we de�ne the seminormskV ks;K = sup fkV aks;K j kaks+1;K = 1g ; s � 0; K bM: (2.2)One can prove that any vector �eld V 2 VecM has �nite seminorms kV ks;K,and that there holds an estimate of the action of a di�eomorphism P 2 Di�Mon a function a 2 C1(M ):kPaks;K � Cs;Pkaks;P (K); s � 0; K bM: (2.3)Thus vector �elds and di�eomorphisms are linear continuous operators on thetopological vector space C1(M ).2.3 Families of functionals and operatorsIn the sequel we will often consider one-parameter families of points, di�eo-morphisms, and vector �elds that satisfy various regularity properties (e.g. dif-ferentiability or absolute continuity) with respect to the parameter. Since wetreat points as functionals, and di�eomorphisms and vector �elds as operatorson C1(M ), we can introduce regularity properties for them in the weak sense,via the corresponding properties for one-parameter families of functionst 7! at; at 2 C1(M ); t 2 R:So we start from de�nitions for families of functions.Continuity and di�erentiability of a family of functions at w.r.t. parametert are de�ned in a standard way since C1(M ) is a topological vector space. Afamily at is calledmeasurable w.r.t. t if the real function t 7! at(q) is measurablefor any q 2M . A measurable family at is called locally integrable ifZ t1t0 katks;K dt <1 8 s � 0; K bM; t0; t1 2 R:A family at is called absolutely continuous w.r.t. t ifat = at0 + Z tt0 b� d�for some locally integrable family of functions bt. A family at is called Lips-chitzian w.r.t. t ifkat � a�ks;K � Cs;Kjt� � j 8s � 0; K bM; t; � 2 R;



2.3. FAMILIES OF FUNCTIONALS AND OPERATORS 25and locally bounded w.r.t. t ifkatks;K � Cs;K;I; 8 s � 0; K bM; I b R; t 2 I;where Cs;K and Cs;K;I are some constants depending on s, K, and I.Now we can de�ne regularity properties of families of functionals and oper-ators on C1(M ). A family of linear functionals or linear operators on C1(M )t 7! At; t 2 R;has some regularity property (i.e., is continuous, di�erentiable, measurable, lo-cally integrable, absolutely continuous, Lipschitzian, locally bounded w.r.t. t) ifthe family t 7! Ata; t 2 R;has the same property for any a 2 C1(M ).A locally bounded w.r.t. t family of vector �eldst 7! Vt; Vt 2 VecM; t 2 R;is called a nonautonomous vector �eld , or simply a vector �eld , on M . Anabsolutely continuous w.r.t. t family of di�eomorphismst 7! P t; P t 2 Di�M; t 2 R;is called a ow on M . So, for a nonautonomous vector �eld Vt, the family offunctions t 7! Vta is locally integrable for any a 2 C1(M ). Similarly, for a owP t, the family of functions (P ta)(q) = a(P t(q)) is absolutely continuous w.r.t. tfor any a 2 C1(M ).Integrals of measurable locally integrable families, and derivatives of di�er-entiable families are also de�ned in the weak sense:Z t1t0 At dt : a 7! Z t1t0 (Ata) dt; a 2 C1(M );dd tAt : a 7! dd t (Ata); a 2 C1(M ):One can show that if At and Bt are continuous families of operators onC1(M ) which are di�erentiable at t0, then the family At � Bt is continuous,moreover, di�erentiable at t0, and satis�es the Leibniz rule:dd t ����t0 (At �Bt) =  dd t����t0 At! �Bt0 + At0 � dd t����t0 Bt! ;see the proof in the Appendix.If families At and Bt of operators are absolutely continuous, then the com-position At�Bt is absolutely continuous as well, the same is true for compositionof functionals with operators. For an absolute continuous family of functions at,the family Atat is also absolutely continuous, and the Leibniz rule holds for itas well.



26 CHAPTER 2. ELEMENTS OF CHRONOLOGICAL CALCULUS2.4 Chronological exponentialIn this section we consider a nonautonomous ordinary di�erential equation ofthe form _q = Vt(q); q(0) = q0; (2.4)where Vt is a nonautonomous vector �eld onM , and study the ow determinedby this �eld. We denote by _q the derivative d qd t , so equation (2:4) reads in theexpanded form as d q(t)d t = Vt(q(t)):2.4.1 ODEs with discontinuous right-hand sideTo obtain local solutions to the Cauchy problem (2:4) on a manifold M , wereduce it to a Cauchy problem in a Euclidean space. For details about nonau-tonomous di�erential equations in Rn with right-hand side discontinuous in t,see e.g. [139].Choose local coordinates x = (x1; : : : ; xn) in a neighborhood Oq0 of thepoint q0: � : Oq0 �M ! Ox0 � Rn; � : q 7! x;�(q0) = x0:In these coordinates, the �eld Vt reads(��Vt) (x) = eVt(x) = nXi=1 vi(t; x) @@ xi ; x 2 Ox0 ; t 2 R; (2.5)and problem (2:4) takes the form_x = eVt(x); x(0) = x0; x 2 Ox0 � Rn: (2.6)Since the nonautonomous vector �eld Vt 2 VecM is locally bounded, thecomponents vi(t; x), i = 1; : : : ; n, of its coordinate representation (2:5) are:(1) measurable and locally bounded w.r.t. t for any �xed x 2 Ox0 ,(2) smooth w.r.t. x for any �xed t 2 R,(3) di�erentiable in x with locally bounded partial derivatives:����@ vi@ x (t; x)���� � CI;K ; t 2 I b R; x 2 K b Ox0 ; i = 1; : : : ; n:By the classical Carath�eodory Theorem (see e.g. [8]), the Cauchy problem (2:6)has a unique solution, i.e., a vector-function x(t; x0), Lipschitzian w.r.t. t andsmooth w.r.t. x0, and such that:



2.4. CHRONOLOGICAL EXPONENTIAL 27(1) ODE (2:6) is satis�ed for almost all t,(2) initial condition holds: x(0; x0) = x0.Then the pull-back of this solution from Rn to Mq(t; q0) = ��1(x(t; x0));is a solution to problem (2:4) inM . The mapping q(t; q0) is Lipschitzian w.r.t. tand smooth w.r.t. q0, it satis�es almost everywhere the ODE and the initialcondition in (2:4).For any q0 2 M , the solution q(t; q0) to the Cauchy problem (2:4) can becontinued to a maximal interval t 2 Jq0 � Rcontaining the origin and dependingon q0.We will assume that the solutions q(t; q0) are de�ned for all q0 2M and allt 2 R, i.e., Jq0 = R for any q0 2M . Then the nonautonomous �eld Vt is calledcomplete. This holds, e.g., when all the �elds Vt, t 2 R, vanish outside of acommon compactum in M (in this case we say that the nonautonomous vector�eld Vt has a compact support).2.4.2 De�nition of the right chronological exponentialEquation (2:4) rewritten as a linear equation for Lipschitzian w.r.t. t familiesof functionals on C1(M ):_q(t) = q(t) � Vt; q(0) = q0; (2.7)is satis�ed for the family of functionalsq(t; q0) : C1(M )! R; q0 2M; t 2 Rconstructed in the previous subsection. We prove later that this Cauchy problemhas no other solutions (see Proposition 2.5). Thus the ow de�ned asP t : q0 7! q(t; q0) (2.8)is a unique solution of the operator Cauchy problem_P t = P t � Vt; P 0 = Id; (2.9)(where Id is the identity operator) in the class of Lipschitzian ows on M . Theow P t determined in (2:8) is called the right chronological exponential of the�eld Vt and is denoted as P t = �!exp Z t0 V� d�:Now we develop an asymptotic series for the chronological exponential, whichjusti�es such a notation.



28 CHAPTER 2. ELEMENTS OF CHRONOLOGICAL CALCULUS2.4.3 Formal series expansionWe rewrite di�erential equation in (2:7) as an integral one:q(t) = q0 + Z t0 q(� ) � V� d� (2.10)then substitute this expression for q(t) into the right-hand side= q0 + Z t0 �q0 + Z �10 q(�2) � V�2 d�2� � V�1 d�1= q0 ��Id+ Z t0 V� dt�+ ZZ0��2��1�t q(�2) � V�2 � V�1 d�2 d�1;repeat this procedure iteratively, and obtain the decomposition:q(t) = q0 �0B@Id+ Z t0 V� d� + ZZ�2(t) V�2 � V�1 d�2 d�1 + : : :+Z � � �Z�n(t) V�n � � � � � V�1 d�n : : : d�11CA+Z � � �Z�n+1(t) q(�n+1) � V�n+1 � � � � � V�1 d�n+1 : : : d�1: (2.11)Here �n(t) = f(�1; : : : ; �n) 2 Rn j 0 � �n � � � � � �1 � tgis the n-dimensional simplex. Purely formally passing in (2:11) to the limitn!1, we obtain a formal series for the solution q(t) to problem (2:7):q0 �0B@Id+ 1Xn=1 Z � � �Z�n(t) V�n � � � � � V�1 d�n : : : d�11CA ;thus for the solution P t to problem (2:9):Id+ 1Xn=1Z � � �Z�n(t) V�n � � � � � V�1 d�n : : : d�1: (2.12)Exercise 2.1. We obtained the previous series expansion under the conditiont > 0, although the chronological exponential is de�ned for all values of t. Showthat the ow �!exp R t0 V� d� admits for t < 0 the series expansionId+ 1Xn=1Z � � �Z�n(�t) (�V�n ) � � � � � (�V�1 ) d�n : : : d�1:



2.4. CHRONOLOGICAL EXPONENTIAL 29This series is similar to (2:12), so in the sequel we restrict ourselves by the studyof the case t > 0.2.4.4 Estimates and convergence of the seriesUnfortunately, these series never converge on C1(M ) in the weak sense (ifVt 6� 0): there always exists a smooth function on M , on which they diverge.Although, one can show that series (2:12) gives an asymptotic expansion for thechronological exponential P t = �!exp R t0 V� d� . There holds the following boundof the remainder term: denote the m-th partial sum of series (2:12) asSm(t) = Id+m�1Xn=1 Z � � �Z�n(t) V�n � � � � � V�1 d�n : : : d�1;then for any a 2 C1(M ), s � 0, K bM� �!exp Z t0 V� d� � Sm(t)� as;K� CeC R t0 kV�ks;K0 d� 1m! �Z t0 kV�ks+m�1;K0 d��m kaks+m;K0 (2.13)= O(tm); t! 0;where K0 b M is some compactum containing K. We prove estimate (2:13) inthe Appendix. It follows from estimate (2:13) that� �!exp Z t0 "V� d� � S"m(t)� as;K = O("m); "! 0;where S"m(t) is the m-th partial sum of series (2:12) for the �eld "Vt.Thus we have an asymptotic series expansion:�!exp Z t0 V� d� � Id+ 1Xn=1Z � � �Z�n(t) V�n � � � � � V�1 d�n : : : d�1: (2.14)In the sequel we will use terms of the zeroth, �rst, and second orders of theseries obtained:�!exp Z t0 V� d� � Id+ Z t0 V� d� + ZZ0��2��1�tV�2 � V�1 d�2 d�1 + � � � :We prove that the asymptotic series converges to the chronological exponen-tial on any normed subspace L � C1(M ) where Vt is well-de�ned and bounded:VtL � L; kVtk = sup fkVtak j a 2 L; kak � 1g <1: (2.15)



30 CHAPTER 2. ELEMENTS OF CHRONOLOGICAL CALCULUSWe apply operator series (2:14) to any a 2 L and bound terms of the seriesobtained: a+ 1Xn=1Z � � �Z�n(t) V�n � � � � � V�1 a d�n : : : d�1: (2.16)We have Z � � �Z�n(t) V�n � � � � � V�1 a d�n : : : d�1� Z � � �Z0��n������1�tkV�nk � � � � � kV�1k d�n : : : d�1 � kakby symmetry w.r.t. permutations of indices � : f1; : : : ; ng ! f1; : : : ; ng= Z � � �Z0���(n)�������(1)�t kV�nk � � � � � kV�1k d�n : : : d�1 � kakpassing to the integral over cube= 1n! Z t0 : : :Z t0 kV�nk � � � � � kV�1k d�n : : : d�1 � kak= 1n! �Z t0 kV�k d��n � kak:So series (2:16) is majorized by the exponential series, thus the operator se-ries (2:14) converges on L.Series (2:16) can be di�erentiated termwise, thus it satis�es the same ODEas the function P ta: _at = Vtat; a0 = a:Consequently, P ta = a+ 1Xn=1Z � � �Z�n(t) V�n � � � � � V�1 a d�n : : : d�1:So in the case (2:15) the asymptotic series converges to the chronological expo-nential and there holds the boundkP tak � eR t0 kV�kd�kak; a 2 L:Moreover, one can show that the bound and convergence hold not only forlocally bounded, but also for integrable on [0; t] vector �elds:Z t0 kV�k d� <1:



2.4. CHRONOLOGICAL EXPONENTIAL 31Notice that conditions (2:15) are satis�ed for any �nite-dimensional Vt-invariant subspace L � C1(M ). In particular, this is the case when M = Rn,L is the space of linear vector �elds, and Vt is a linear vector �eld on Rn.IfM , Vt, and a are real analytic, then series (2:16) converges for su�cientlysmall t, see the proof in [19].2.4.5 Left chronological exponentialConsider the inverse operator Qt = (P t)�1 to the right chronological exponentialP t = �!exp R t0 V� d� . We �nd an ODE for the ow Qt by di�erentiation of theidentity P t �Qt = Id :Leibniz rule yields _P t �Qt + P t � _Qt = 0;thus, in view of ODE (2:9) for the ow P t,P t � Vt �Qt + P t � _Qt = 0:We multiply this equality by Qt from the left and obtainVt �Qt + _Qt = 0:That is, the ow Qt is a solution of the Cauchy problemdd tQt = �Vt �Qt; Q0 = Id; (2.17)which is dual to the Cauchy problem (2:9) for P t. The ow Qt is called the leftchronological exponential and is denoted asQt =  �exp Z t0 (�V� ) d�:We �nd an asymptotic expansion for the left chronological exponential in thesame way as for the right one, by successive substitutions into the right-handside: Qt = Id+ Z t0 (�V� ) �Q� d�= Id+ Z t0 (�V� ) d� + ZZ�2(t)(�V�1 ) � (�V�2 ) �Q�2 d�2 d�1 = � � �= Id+m�1Xn=1 Z � � �Z�n(t) (�V�1 ) � � � � � (�V�n ) d�n : : : d�1+ Z � � �Z�m(t) (�V�1 ) � � � � � (�V�m ) �Q�m d�m : : : d�1:



32 CHAPTER 2. ELEMENTS OF CHRONOLOGICAL CALCULUSFor the left chronological exponential holds an estimate of the remainder termas (2:13) for the right one, and the series obtained is asymptotic: �exp Z t0 (�V� ) d� � Id+ 1Xn=1Z � � �Z�n(t) (�V�1 ) � � � � � (�V�n ) d�n : : : d�1:Remarks. (1) Notice that the reverse arrow in the left chronological exponential �exp corresponds to the reverse order of the operators (�V�1 ) � � � � � (�V�n ),�n � : : :� �1.(2) The right and left chronological exponentials satisfy the correspondingdi�erential equations:dd t �!exp Z t0 V� d� = �!exp Z t0 V� d� � Vt;dd t  �exp Z t0 (�V� ) d� = �Vt �  �exp Z t0 (�V� ) d�:The directions of arrows correlate with the direction of appearance of operatorsVt, �Vt in the right-hand side of these ODEs.(3) If the initial value is prescribed at a moment of time t0 6= 0, then thelower limit of integrals in the chronological exponentials is t0.(4) There holds the following obvious rule for composition of ows:�!exp Z t1t0 V� d� � �!exp Z t2t1 V� d� = �!exp Z t2t0 V� d�:Exercise 2.2. Prove that�!exp Z t1t0 V� d� = � �!exp Z t0t1 V� d���1 =  �exp Z t0t1 (�V� ) d�: (2.18)2.4.6 Uniqueness for functional and operator ODEsWe saw that equation (2:7) for Lipschitzian families of functionals has a solutionq(t) = q0� �!exp R t0 V� d� . We can prove now that this equation has no othersolutions.Proposition 2.5. Let Vt be a complete nonautonomous vector �eld on M .Then Cauchy problem (2:7) has a unique solution in the class of Lipschitzianfamilies of functionals on C1(M ).Proof. Let a Lipschitzian family of functionals qt be a solution to problem (2:7).Then dd t �qt � (P t)�1� = dd t �qt �Qt� = qt � Vt �Qt � qt � Vt �Qt = 0;



2.4. CHRONOLOGICAL EXPONENTIAL 33thus qt �Qt � const. But Q0 = Id, consequently, qt �Qt � q0, henceqt = q0 � P t = q0 � �!exp Z t0 V� d�is a unique solution of Cauchy problem (2:7).Similarly, the both operator equations _P t = P t �Vt and _Qt = �Vt �Qt haveno other solutions in addition to the chronological exponentials.2.4.7 Autonomous vector �eldsFor an autonomous vector �eldVt � V 2 VecM;the ow generated by a complete �eld is called the exponential and is denotedas etV . The asymptotic series for the exponential takes the formetV � 1Xn=0 tnn!V n = Id+tV + t22 V � V + � � � ;i.e, it is the standard exponential series.The exponential of an autonomous vector �eld satis�es the ODEsdd tetV = etV � V = V � etV ; etV ��t=0 = Id :We apply the asymptotic series for exponential to �nd the Lie bracket ofautonomous vector �elds V;W 2 VecM . We compute the �rst nonconstantterm in the asymptotic expansion at t = 0 of the curve:q(t) = q � etV � etW � e�tV � e�tW= q ��Id+tV + t22 V 2 + � � �� ��Id+tW + t22W 2 + � � ����Id�tV + t22 V 2 + � � �� ��Id�tW + t22W 2 + � � ��= q ��Id+t(V +W ) + t22 (V 2 + 2V �W +W 2) + � � ����Id�t(V +W ) + t22 (V 2 + 2V �W +W 2) + � � ��= q � (Id+t2(V �W �W � V ) + � � � ) :So the Lie bracket of the vector �elds as operators (directional derivatives) inC1(M ) is [V;W ] = V �W �W � V:



34 CHAPTER 2. ELEMENTS OF CHRONOLOGICAL CALCULUSThis proves the formula in local coordinates: ifV = nXi=1 ai @@ xi ; W = nXi=1 bi @@ xi ; ai; bi 2 C1(M );then [V;W ] = nXi;j=1�aj @ bi@ xj � bj @ ai@ xj� @@ xi = dWdx V � d Vd x W:Similarly,q � etV � esW � e�tV = q � (Id+tV + � � � ) � (Id+sW + � � � ) � (Id�tV + � � � )= q � (Id+sW + ts[V;W ] + � � � );and q � [V;W ] = @2@s@t ����s=t=0 q � etV � esW � e�tV :2.5 Action of di�eomorphisms on vector �eldsWe have already found counterparts to points, di�eomorphisms, and vector�elds among functionals and operators on C1(M ). Now we consider action ofdi�eomorphisms on vector �elds.Take a tangent vector v 2 TqM and a di�eomorphism P 2 Di�M . Thetangent vector P�v 2 TP (q)M is the velocity vector of the image of a curvestarting from q with the velocity vector v. We claim thatP�v = v � P; v 2 TqM; P 2 Di�M; (2.19)as functionals on C1(M ). Take a curveq(t) 2M; q(0) = q; dd t����t=0 q(t) = v;then P�v a = dd t����t=0 a(P (q(t))) = � dd t����t=0 q(t)� � Pa= v � Pa; a 2 C1(M ):Now we �nd expression for P�V , V 2 VecM , as a derivation of C1(M ). Wehave q � P � P�V = P (q) � P�V = (P�V ) (P (q)) = P�(V (q)) = V (q) � P= q � V � P; q 2M;thus P � P�V = V � P;



2.5. ACTION OF DIFFEOMORPHISMS ON VECTOR FIELDS 35i.e., P�V = P�1 � V � P; P 2 Di�M; V 2 VecM:So di�eomorphisms act on vector �elds as similarities. In particular, di�eomor-phisms preserve compositions:P�(V �W ) = P�1 � (V �W ) �P = (P�1 �V �P ) � (P�1 �W �P ) = P�V �P�W;thus Lie brackets of vector �elds:P�[V;W ] = P�(V �W �W � V ) = P�V � P�W � P�W � P�V = [P�V; P�W ]:If B : C1(M )! C1(M ) is an automorphism, then the standard algebraicnotation for the corresponding similarity is AdB:(AdB)V def= B � V �B�1:That is, P� = AdP�1; P 2 Di�M:Now we �nd an in�nitesimal version of the operator Ad. Let P t be a owon M , P 0 = Id; dd t ����t=0P t = V 2 VecM:Then dd t����t=0 �P t��1 = �V;so dd t ����t=0 (AdP t)W = dd t����t=0 (P t �W � (P t)�1) = V �W �W � V= [V;W ]; W 2 VecM:Denote adV = ad� dd t ����t=0 P t� def= dd t����t=0AdP t;then (adV )W = [V;W ]; W 2 VecM:Di�erentiation of the equalityAdP t [X;Y ] = [AdP tX;AdP t Y ] X;Y 2 VecM;at t = 0 gives Jacobi identity for Lie bracket of vector �elds:(adV )[X;Y ] = [(adV )X;Y ] + [X; (adV )Y ];which may also be written as[V; [X;Y ]] = [[V;X]; Y ] + [X; [V; Y ]]; V;X; Y 2 VecM;



36 CHAPTER 2. ELEMENTS OF CHRONOLOGICAL CALCULUSor, in a symmetric way[X; [Y; Z]] + [Y; [Z;X]] + [Z; [X;Y ]] = 0; X; Y; Z 2 VecM: (2.20)The set VecM is a vector space with an additional operation | Lie bracket,which has the properties:(1) bilinearity:[�X + �Y; Z] = �[X;Z] + �[Y; Z];[X;�Y + �Z] = �[X;Y ] + �[X;Z]; X; Y; Z 2 VecM; �; � 2 R;(2) skew-symmetry: [X;Y ] = �[Y;X]; X; Y 2 VecM;(3) Jacobi identity (2:20).In other words, the set VecM of all smooth vector �elds on a smooth manifoldM forms a Lie algebra.Consider the ow P t = �!exp Z t0 V� d� of a nonautonomous vector �eld Vt.We �nd an ODE for the family of operators AdP t = (P t)�1� on the Lie algebraVecM .dd t(AdP t)X = dd t �P t �X � (P t)�1�= P t � Vt �X � (P t)�1 � P t �X � Vt � (P t)�1= (AdP t)[Vt; X] = (AdP t) adVtX; X 2 VecM:Thus the family of operators AdP t satis�es the ODEdd t AdP t = (AdP t) � adVt (2.21)with the initial condition AdP 0 = Id : (2.22)So the family AdP t is an invertible solution for the Cauchy problem_At = At � adVt; A0 = Idfor operators At : VecM ! VecM . We can apply the same argument as forthe analogous problem (2:9) for ows to derive the asymptotic expansionAdP t � Id+ Z t0 adV� d� + � � �+ Z � � �Z�n(t) adV�n � � � � � adV�1 d�n : : : d�1 + � � � (2.23)



2.5. ACTION OF DIFFEOMORPHISMS ON VECTOR FIELDS 37then prove uniqueness of the solution, and justify the following notation:�!exp Z t0 adV� d� def= AdP t = Ad� �!exp Z t0 V� d�� :Similar identities for the left chronological exponential are �exp Z t0 ad(�V� ) d� def= Ad�  �exp Z t0 (�V� ) d��� Id+ 1Xn=1Z � � �Z�n(t) (� adV�1) � � � � � (� ad V�n) d�n : : : d�1:For the asymptotic series (2:23), there holds an estimate of the remainderterm similar to estimate (2:13) for the ow P t. Denote the partial sumTm = Id+m�1Xn=1 Z � � �Z�n(t) adV�n � � � � � adV�1 d�n : : : d�1;then for any X 2 VecM , s � 0, K bM�Ad �!exp Z t0 V� d� � Tm�Xs;K� C1eC1 R t0 kV�ks+1;K0 d� 1m! �Z t0 kV�ks+m;K0 d��m kXks+m;K0 (2.24)= O(tm); t! 0;where K0 b M is some compactum containing K.For autonomous vector �elds, we denoteet adV def= Ad etV ;thus the family of operators etadV : VecM ! VecM is the unique solution tothe problem _At = At � adV; A0 = Id;which admits the asymptotic expansionetadV � Id+t adV + t22 ad2 V + � � � :Exercise 2.3. Let P 2 Di�M , and let Vt be a nonautonomous vector �eldon M . Prove thatP� �!exp Z t0 V� d� � P�1 = �!exp Z t0 AdP V� d�: (2.25)



38 CHAPTER 2. ELEMENTS OF CHRONOLOGICAL CALCULUS2.6 Commutation of owsLet Vt 2 VecM be a nonautonomous vector �eld and P t = �!exp R t0 V� d� thecorresponding ow. We are interested in the question: under what conditionsthe ow P t preserves a vector �eld W 2 VecM :P t�W = W 8t;or, which is equivalent, (P t)�1� W = W 8t:Proposition 2.6. P t�W = W 8t , [Vt;W ] = 0 8t:Proof. We havedd t (Pt)�1� W = dd t AdP tW = � dd t �!exp Z t0 adV� d��W= � �!exp Z t0 adV� d� � adV��W = � �!exp Z t0 adV� d�� [Vt;W ]= (P t)�1� [Vt;W ];thus (P t)�1� W � W if and only if [Vt;W ] � 0.In general, ows do not commute, neither for nonautonomous vector �eldsVt, Wt:�!exp Z t10 V� d� � �!exp Z t20 W� d� 6= �!exp Z t20 W� d� � �!exp Z t10 V� d�;nor for autonomous vector �elds V , W :et1V � et2W 6= et2W � et1V :In the autonomous case, commutativity of ows is equivalent to commutativityof vector �elds:et1V � et2W = et2W � et1V ; t1; t2 2 R; , [V;W ] = 0:We already showed that commutativity of vector �elds is necessary for commu-tativity of ows. Let us prove that it is su�cient. Indeed,�Ad et1V �W = et1 adVW = W:Taking into account equality (2:25), we obtainet1V � et2W � e�t1V = et2(Ad et1V )W = et2W :



2.7. VARIATIONS FORMULA 392.7 Variations formulaConsider an ODE of the form _q = Vt(q) +Wt(q): (2.26)We think of Vt as an initial vector �eld and Wt as its perturbation. Our aimis to �nd a formula for the ow Qt of the new �eld Vt +Wt as a perturbationof the ow P t = �!exp R t0 V� d� of the initial �eld Vt. In other words, we wish tohave a decomposition of the formQt = �!exp Z t0 (V� +W� ) d� = Ct � P t:We proceed as in the method of variation of parameters; we substitute theprevious expression to ODE (2:26):dd tQt = Qt � (Vt +Wt)= _Ct � P t + Ct � P t � Vt= _Ct � P t + Qt � Vt;cancel the common term Qt � Vt:Qt �Wt = _Ct � P t;and write down the ODE for the unknown ow Ct:_Ct = Qt �Wt � �P t��1= Ct � P t �Wt � �P t��1= Ct � �AdP t�Wt= Ct �� �!exp Z t0 adV� d��Wt;C0 = Id :This operator Cauchy problem is of the form (2:9), thus it has a unique solution:Ct = �!exp Z t0 � �!exp Z �0 adV� d��W� d�:Hence we obtain the required decomposition of the perturbed ow:�!exp Z t0 (V� +W� ) d� = �!exp Z t0 � �!exp Z �0 adV� d��W� d� � �!exp Z t0 V� d�:(2.27)



40 CHAPTER 2. ELEMENTS OF CHRONOLOGICAL CALCULUSThis equality is called the variations formula. It can be written as follows:�!exp Z t0 (V� +W� ) d� = �!exp Z t0 (AdP � )W� d� � P t:So the perturbed ow is a composition of the initial ow P t with the ow of theperturbation Wt twisted by P t.Now we obtain another form of the variations formula, with the ow P t tothe left of the twisted ow. We have�!exp Z t0 (V� +W� ) d� = �!exp Z t0 (AdP � )W� d� � P t= P t � �P t��1 � �!exp Z t0 (AdP � )W� d� � P t= P t� �!exp Z t0 �Ad �P t��1 �AdP ��W� d�= P t� �!exp Z t0 �Ad��P t��1 � P ���W� d�:Since �P t��1 � P � = �!exp Z �t V� d�;we obtain�!exp Z t0 (V� +W� ) d� = P t� �!exp Z t0 � �!exp Z �t adV� d��W� d�= �!exp Z t0 V� d�� �!exp Z t0 � �!exp Z �t adV� d��W� d�:(2.28)For autonomous vector �elds V;W 2 VecM , the variations formulas (2:27),(2:28) take the form:et(V+W ) = �!exp Z t0 e� adVW d� � etV = etV � �!exp Z t0 e(��t) adVW d�: (2.29)In particular, for t = 1 we haveeV+W = �!exp Z 10 e� adVW d� � eV :2.8 Derivative of ow with respect to parameterLet Vt(s) be a nonautonomous vector �eld depending smoothly on a real pa-rameter s. We study dependence of the ow of Vt(s) on the parameter s.



2.8. DERIVATIVE OF FLOW 41We write �!exp Z t0 V� (s + ") d� = �!exp Z t0 (V� (s) + �V� (s; ")) d� (2.30)with the perturbation �V� (s; ") = V� (s + ") � V� (s). By the variations for-mula (2:27), the previous ow is equal to�!exp Z t0 � �!exp Z �0 adV�(s) d�� �V� (s; ") d� � �!exp Z t0 V� (s) d�:Now we expand in ":�V� (s; ") = " @@ sV� (s) + O("2); "! 0;W� (s; ") def= � �!exp Z �0 adV�(s) d�� �V� (s; ")= "� �!exp Z �0 adV�(s) d�� @@ sV� (s) +O("2); "! 0;thus�!exp Z t0 W� (s; ") d� = Id+ Z t0 W� (s; ") d� + O("2)= Id+" Z t0 � �!exp Z �0 adV�(s) d�� @@ sV� (s) d� +O("2):Finally,�!exp Z t0 V� (s + ") d� = �!exp Z t0 Ws;� (") d� � �!exp Z t0 V� (s) d�= �!exp Z t0 V� (s) d�+ " Z t0 � �!exp Z �0 adV�(s) d�� @@ sV� (s) d� � �!exp Z t0 V� (s) d� +O("2);that is,@@ s �!exp Z t0 V� (s) d�= Z t0 � �!exp Z �0 adV�(s) d�� @@ sV� (s) d� � �!exp Z t0 V� (s) d�: (2.31)Similarly, we obtain from the variations formula (2:28) the equality@@ s �!exp Z t0 V� (s) d�= �!exp Z t0 V� (s) d� � Z t0 � �!exp Z �t adV�(s) d�� @@ sV� (s) d�: (2.32)



42 CHAPTER 2. ELEMENTS OF CHRONOLOGICAL CALCULUSFor an autonomous vector �eld depending on a parameter V (s), formula(2:31) takes the form@@ setV (s) = Z t0 e� adV (s) @ V@ s d� � etV (s);and at t = 1: @@ s eV (s) = Z 10 e� adV (s) @ V@ s d� � eV (s): (2.33)Proposition 2.7. Assume that�Z t0 V� d�; Vt� = 0 8t: (2.34)Then �!exp Z t0 V� d� = eR t0 V� d� 8t:That is, we state that under the commutativity assumption (2:34), thechronological exponential �!exp R t0 V� d� coincides with the ow Qt = eR t0 V� d�de�ned as follows: Qt = Qt1;@ Qts@ s = Z t0 V� d� �Qts; Qt0 = Id :Proof. We show that the exponential in the right-hand side satis�es the sameODE as the chronological exponential in the left-hand side. By (2:33), we havedd teR t0 V� d� = Z 10 e� ad R t0 V� d� Vt d� � eR t0 V� d� :In view of equality (2:34), e� ad R t0 V� d� Vt = Vt;thus dd teR t0 V� d� = Vt � eR t0 V� d� :By equality (2:34), we can permute operators in the right-hand side:dd teR t0 V� d� = eR t0 V� d� � Vt:Notice the initial condition eR t0 V� d� ���t=0 = Id :



2.8. DERIVATIVE OF FLOW 43Now the statement follows since the Cauchy problem for ows_At = At � Vt; A0 = Idhas a unique solution: At = eR t0 V� d� = �!exp Z t0 V� d�:



44 CHAPTER 2. ELEMENTS OF CHRONOLOGICAL CALCULUS



Chapter 3Linear systemsIn this chapter we consider the simplest class of control systems| linear systems_x = Ax+ c+ mXi=1 uibi; x 2 Rn; u = (u1; : : : ; um) 2 Rm; (3.1)where A is a constant real n� n matrix and c, b1, : : : , bm are constant vectorsin Rn.3.1 Cauchy's formula for linear systemsLet u(t) = (u1(t); : : : ; um(t)) be locally integrable functions. Then the solutionof (3:1) corresponding to this control and satisfying the initial conditionx(0; x0) = x0is given by Cauchy's formula:x(t; x0) = etA x0 + Z t0 e��A  mXi=1 ui(� )bi + c d�!! ; t 2 R:Here we use the standard notation for the matrix exponential:etA = Id+tA + t22!A2 + � � �+ tnn!An + � � � :Cauchy's formula is veri�ed by di�erentiation. In view of uniqueness, it givesthe solution to the Cauchy problem.Linear system (3:1) is a particular case of a control-a�ne system:_x = x � f0 + mXi=1 uifi! ; (3.2)45



46 CHAPTER 3. LINEAR SYSTEMSin order to obtain (3:1) from (3:2), one should just takef0(x) = Ax+ c; fi(x) = bi; i = 1; : : : ;m: (3.3)Let us show that Cauchy's formula is actually a special case of the generalvariations formula.Proposition 3.1. Cauchy's formula specializes the variations formula for lin-ear systems.Proof. We restrict ourselves with the case c = 0.The variations formula for system (3:2) takes the form�!exp Z t0  f0 + mXi=1 ui(� )fi! d�= �!exp Z t0  � �!exp Z �0 ad f0 d�� � mXi=1 ui(� )fi! d�� �!exp Z t0 f0 d�= �!exp Z t0  mXi=1 ui(� )e� ad f0fi! d� � etf0 : (3.4)We assume that c = 0, i.e., f0(x) = Ax. Thenx � etf0 = etAx: (3.5)Further, since (ad f0)fi = [f0; fi] = [Ax; b] = �Ab thene� ad f0fi = fi + � (ad f0)fi + �22! (ad f0)2fi + � � �+ �nn! (ad f0)nfi + � � �= bi � �Abi + �22! (�A)2bi + � � �+ �nn! (�A)nbi + � � �= e��Abi:In order to compute the left ow in (3:4), recall that the curvex0� �!exp Z t0  mXi=1 ui(� )e� ad f0fi! d� = x0� �!exp Z t0  mXi=1 ui(� )e��Abi! d�(3.6)is the solution to the Cauchy problem_x(t) = mXi=1 ui(t)e�tAbi; x(0) = x0;thus (3:6) is equal tox(t) = x0 + Z t0  e��A mXi=1 ui(� )bi! d�:



3.2. CONTROLLABILITY OF LINEAR SYSTEMS 47Taking into account (3:5), we obtain Cauchy's formula:x(t) = x0� �!exp Z t0  f0 + mXi=1 ui(� )fi! d�=  x0 + Z t0  e��A mXi=1 ui(� )bi! d�! � etf0= etA x0 + Z t0  e��A mXi=1 ui(� )bi! d�! :Notice that in the general case (c 6= 0) Cauchy's formula can be written asfollows:x(t; x0) = etAx0 + etA Z t0 e��A mXi=1 ui(� )bi d� + etA Z t0 e��Ac d�= etAx0 + etA Z t0 e��A mXi=1 ui(� )bi d� + etA � IdA c; (3.7)where etA � IdA c = tc+ t22! Ac+ t33! A2c+ � � �+ tnn! An�1c + � � � :3.2 Controllability of linear systemsCauchy's formula (3:7) yields that the mappingu 7! x(t; u; x0);which sends a locally integrable control u = u(�) to the endpoint of the cor-responding trajectory, is a�ne. Thus the attainable set Ax0(t) of linear sys-tem (3:1) for a �xed time t > 0 is an a�ne subspace in Rn.De�nition 3.1. A control system on a state space M is called completely con-trollable for time t > 0 if Ax0(t) =M 8x0 2M:This de�nition means that for any pair of points x0; x1 2M exists an admis-sible control u(�) such that the corresponding solution x(�; u; x0) of the controlsystem steers x0 to x1 in t units of time:x(0; u; x0) = x0; x(t; u; x0) = x1:



48 CHAPTER 3. LINEAR SYSTEMSThe study of complete controllability of linear systems is facilitated by thefollowing observation. The a�ne mappingu 7! etAx0 + etA � IdA c + etA Z t0 e��A mXi=1 ui(� )bi d�is surjective if and only if its linear partu 7! etA Z t0 e��A mXi=1 ui(� )bi d� (3.8)is onto. Moreover, (3:8) is surjective i� the following mapping is:u 7! Z t0 e��A mXi=1 ui(� )bi d�: (3.9)Theorem 3.1. The linear system (3:1) is completely controllable for a timet > 0 if and only ifspanfAjbi j j = 0; : : : ; n� 1; i = 1; : : : ;mg = Rn: (3.10)Proof. Necessity. Assume, by contradiction, that condition (3:10) is violated.Then there exists a covector p 2 Rn�, p 6= 0, such thatpAjbi = 0; j = 0; : : : ; n� 1; i = 1; : : : ;m: (3.11)By the Cayley-Hamilton theorem,An = n�1Xj=0 �jAjfor some real numbers �0, : : : , �n�1, thusAk = n�1Xj=0 �kjAjfor any k 2 N and some �kj 2 R. Now we obtain from (3:11):pAkbi = n�1Xj=0 �kj pAjbi = 0; k = 0; 1; : : : ; i = 1; : : : ;m:That is why pe��Abi = 0; i = 1; : : : ;m;and �nally p Z t0 e��A mXi=1 ui(� )bi d� = Z t0 mXi=1 ui(� )pe��Abi d� = 0;



3.2. CONTROLLABILITY OF LINEAR SYSTEMS 49i.e., mapping (3:9) is not surjective. The contradiction proves necessity.Su�ciency. By contradiction, suppose that mapping (3:9) is not surjective.Then there exists a covector p 2 Rn�, p 6= 0, such thatp Z t0 mXi=1 ui(� )e��Abi d� = 0 8u(�) = (u1(�); : : : ; um(�)): (3.12)Choose a control of the form:u(� ) = (0; : : : ; 0; vs(� ); 0; : : : ; 0);where the only nonzero i-th component isvs(� ) = � 1; 0 � � � s;0; � > s:Then equality (3:12) givesp Z s0 e��Abi d� = 0; s 2 R; i = 1; : : : ;m;thus pe�sAbi = 0; s 2 R; i = 1; : : : ;m:We di�erentiate this equality repeatedly at s = 0 and obtainpAkbi = 0; k = 0; 1; : : : ; i = 1; : : : ;m;a contradiction with (3:10). Su�ciency follows.So if a linear system is completely controllable for a time t > 0, then itis completely controllable for any other positive time as well. In this case thelinear system is called controllable.



50 CHAPTER 3. LINEAR SYSTEMS



Chapter 4State linearizability ofnonlinear systemsThe aim of this chapter is to characterize nonlinear systems_q = f0(q) + mXi=1 uifi(q); u = (u1; : : : ; um) 2 Rm; q 2M (4.1)that are equivalent, locally or globally, to controllable linear systems. That is,we seek conditions on vector �elds f0, f1, : : : , fm that guarantee existence of adi�eomorphism (global � : M ! Rn or local � : Oq0 �M ! O0 � Rn) whichtransforms nonlinear system (4:1) into a controllable linear one (3:1).4.1 Local linearizabilityWe start with the local problem. A natural language for conditions of locallinearizability is provided by Lie brackets, which are invariant under di�eomor-phisms: ��[V;W ] = [��V;��W ]; V;W 2 VecM:The controllability condition (3:10) can easily be rewritten in terms of Liebrackets: since (�A)jbi = (ad f0)jfi = [f0; [: : : [f0| {z }j times ; fi] : : : ]]for vector �elds (3:3), then the controllability test for linear systems (3:10) readsspanfx0 � (adf0)jfi j j = 0; : : : ; n� 1; i = 1; : : : ;mg = Tx0Rn:Further, one can see that the following equality is satis�ed for linear vector�elds (3:3): [(ad f0)j1fi1 ; (adf0)j2fi2 ] = [(�A)j1bi1 ; (�A)j2bi2 ] = 0;0 � j1; j2; 1 � i1; i2 � m:51



52 CHAPTER 4. STATE LINEARIZABILITYIt turns out that the two conditions found above give a precise local charac-terization of controllable linear systems.Theorem 4.1. Let M be a smooth n-dimensional manifold, and let f0, f1, : : : ,fm 2 VecM . There exists a di�eomorphism� : Oq0 ! O0of a neighborhood Oq0 � M of a point q0 2 M to a neighborhood O0 � Rn ofthe origin 0 2 Rn such that(��f0)(x) = Ax+ c; x 2 O0;(��fi)(x) = bi; x 2 O0; i = 1; : : : ;m;for some n � n matrix A and c; b1; : : : ; bm 2 Rn that satisfy the controllabilitycondition (3:10) if and only if the following conditions hold:spanfq0 � (ad f0)jfi j j = 0; : : : ; n� 1; i = 1; : : : ;mg = Tq0M; (4.2)q � [(adf0)j1fi1 ; (adf0)j2fi2 ] = 0;q 2 Oq0 ; 0 � j1; j2 � n; 1 � i1; i2 � m: (4.3)Remark. In other words, the di�eomorphism � from the theorem transforms anonlinear system (4:1) to a linear one (3:1).Before proving the theorem, we consider the following proposition, which wewill need later.Lemma 4.1. LetM be a smooth n-dimensional manifold, and let Y1, : : : , Yk 2VecM . There exists a di�eomorphism� : O0 ! Oq0of a neighborhood O0 � Rn to a neighborhood Oq0 �M , q0 2M , such that��� @@ xi� = Yi; i = 1; : : : ; k;if and only if the vector �elds Y1; : : : ; Yk commute:[Yi; Yj] � 0; i; j = 1; : : : ; k;and are linearly independent:dimspan(q0 � Y1; : : : ; q0 � Yk) = k:Proof. Necessity is obvious since Lie bracket and linear independence are in-variant with respect to di�eomorphisms.Su�ciency. Choose Yk+1; : : : ; Yn 2 VecM that complete Y1; : : : ; Yk to abasis: span(q � Y1; : : : ; q � Yn) = TqM; q 2 Oq0 :



4.1. LOCAL LINEARIZABILITY 53The mapping �(s1; : : : ; sn) = q0 � esnYn � � � � � es1Y1is de�ned on a su�ciently small neighborhood of the origin in Rn. We have��� @@ si ����s=0� def= @@ si ����s=0�(s) = @@ " ����"=0 q0 � e"Yi = q0 � Yi:Hence ��js=0 is surjective and � is a di�eomorphism of a neighborhood of 0 inRn and a neighborhood of q0 in M , according to the implicit function theorem.Now we prove that � recti�es the vector �elds Y1; : : : ; Yk. First of all, noticethat since these vector �elds commute, then their ows also commute, thuseskYk � � � � � es1Y1 = ePki=1 siYiand �(s1; : : : ; sn) = q0 � esnYn � � � � � esk+1Yk+1 � ePki=1 siYi :Then for i = 1; : : : ; k��� @@ si������(s) = @@ " ����"=0�(s1; : : : ; si + "; : : : ; sn)= @@ " ����"=0 q0 � esnYn � � � � � esk+1Yk+1 � ePkj=1 sjYj � e"Yi= q0 � esnYn � � � � � esk+1Yk+1 � ePkj=1 sjYj � @@ " ����"=0 e"Yi= �(s) � Yi:Now we can prove Theorem 4.1 on local equivalence of nonlinear systemswith linear ones.Proof. Necessity is obvious since Lie brackets are invariant with respect to dif-feomorphisms, and for controllable linear systems conditions (4:2), (4:3) hold.Su�ciency. Select a basis of the space Tq0M among vectors of the formq0 � (ad f0)jfi:Y� = (ad f0)j�fi� ; � = 1; : : : ; n; 0 � j� � n� 1; 1 � i� � m;span(q0 � Y1; : : : ; q0 � Yn) = Tq0M:By Lemma 4.1, there exists a rectifying di�eomorphism:� : Oq0 ! O0; ��Y� = @@ x� ; � = 1; : : : ; n:We show that � is the required di�eomorphism.



54 CHAPTER 4. STATE LINEARIZABILITY(1) First we check that the vector �elds ��fi, i = 1; : : : ;m, are constant. Thatis, we show that in the decomposition��fi = nX�=1 �i�(x) @@ x� ; i = 1; : : : ;m;the functions �i�(x) are constant. We have[ @@ x� ;��fi] = nX�=1 @ �i�@ xj @@ x� ; (4.4)on the other hand[ @@ x� ;��fi] = [��Y�;��fi] = ��[Y�; fi] = ��[(ad f0)j�fi� ; fi] = 0 (4.5)by hypothesis (4:3). Now we compare (4:4) and (4:5) and obtain@ �i�@ xj @@ x� � 0 ) �i� = const; i = 1; : : :m; � = 1; : : : ; n;i.e., ��fi, i = 1; : : : ;m, are constant vector �elds bi, i = 1; : : : ;m.(2) Now we show that the vector �eld ��f0 is linear. We prove that in thedecomposition ��f0 = nXi=1 �i(x) @@ xiall functions �i(x), i = 1; : : : ; n, are linear. Indeed,nX�=1 @2�i@x�@x� @@ xi = [ @@ x� ; [ @@ x� ;��f0]]= [��Y�; [��Y� ;��f0]] = ��[Y�; [Y�; f0]]= ��[(adf0)j�fi� ; [(adf0)j�fi� ; f0]]= ���[(ad f0)j�fi� ; [f0; (adf0)j�fi� ]]= ���[(ad f0)j�fi� ; (adf0)j�+1fi� ]= 0; �; � = 1; : : : ; n;by hypothesis (4:3). Thus@2�i@x�@x� @@ xi � 0; i; �; � = 1; : : : ; n;i.e., ��f0 is a linear vector �eld Ax+ c.For the linear system _x = Ax + c +Pmi=1 uibi, hypothesis (4:2) implies thecontrollability condition (3:10).



4.2. GLOBAL LINEARIZABILITY 554.2 Global linearizabilityNow we prove the following statement on global equivalence.Theorem 4.2. Let M be a smooth connected n-dimensional manifold, and letf0; f1; : : : ; fm 2 VecM . There exists a di�eomorphism� : M !Tk�Rn�kof M to the product of a k-dimensional torus Tk with Rn�k for some k � nsuch that (��f0)(x) = Ax+ c; x 2 Tk�Rn�k;(��fi)(x) = bi; x 2Tk�Rn�k; i = 1; : : : ;m;for some n� n matrix A with zero �rst k rows:Aei = 0; i = 1; : : : ; k; (4.6)and c; b1; : : : ; bm 2 Rn that satisfy the controllability condition (3:10) if and onlyif the following conditions hold:(ad f0)jfi; j = 0; 1; : : : ; n� 1; i = 1; : : : ;m;are complete vector �elds, (4.7)spanfq � (ad f0)jfi j j = 0; : : : ; n� 1; i = 1; : : : ;mg = TqM: (4.8)q � [(adf0)j1fi1 ; (adf0)j2fi2 ] = 0;q 2M; 0 � j1; j2 � n; 1 � i1; i2 � m: (4.9)Remarks. (1) If M is additionally supposed simply connected, then it is di�eo-morphic to Rn, i.e., k = 0.(2) If, on the contrary, M is compact, i.e., di�eomorphic to Tn and m < n,then there are no globally linearizable controllable systems onM . Indeed, thenA = 0, and the controllability condition (3:10) is violated.Proof. Su�ciency. Fix a point q0 2 M and �nd a basis in Tq0M of vectors ofthe form Y� = (ad f0)j�fi� ; � = 1; : : : ; n;span(q0 � Y1; : : : ; q0 � Yn) = Tq0M:(1) First we show that the vector �elds Y1; : : : ; Yn are linearly independenteverywhere in M . The setO = fq 2M j span(q � Y1; : : : ; q � Yn) = TqMg



56 CHAPTER 4. STATE LINEARIZABILITYis obviously open. We show that it is closed. In this set we have a decompositionq � (ad f0)jfi = q � nX�=1 aij�Y�; q 2 O; j = 0; : : : ; n� 1; i = 1; : : : ;m;(4.10)for some functions aij� 2 C1(O). We prove that actually all aij� are constant.We have0 = [Y�; nX�=1aij�Y�]by Leibniz rule [X; aY ] = (Xa)Y + a[X;Y ]= nX�=1aij� [Y�; Y�] + nX�=1(Y�aij� )Y�= nX�=1(Y�aij� )Y�; � = 1; : : : ; n; j = 0; : : : ; n� 1; i = 1; : : : ;m;thusY�aij� = 0 ) aij� ��O = const;� = 1; : : : ; n; j = 0; : : : ; n� 1; i = 1; : : : ;m:That is why equality (4:10) holds in the closure O. Thus the vector �eldsY1; : : : ; Yn are linearly independent in O (if this is not the case, then the wholefamily (ad f0)jfi, j = 0; : : : ; n � 1, i = 1; : : : ;m, is not linearly independentin O). Hence the set O is closed. Since it is simultaneously open and M isconnected, O =M;i.e., the vector �elds Y1; : : : ; Yn are linearly independent in M .(2) We de�ne the \inverse" 	 of the required di�eomorphism as follows:	(x1; : : : ; xn) = q0 � ex1Y1 � � � � � exnYnsince the vector �elds Y� commute= q0 � ePn�=1 x�Y�; x = (x1; : : : ; xn) 2 Rn:



4.2. GLOBAL LINEARIZABILITY 57(3) We show that the (obviously smooth) mapping 	 : Rn!M is regular, i.e.,its di�erential is surjective. Indeed,@	@ x� (x) = dd " ����"=0	(x1; : : : ; x� + "; : : : ; xn)= dd " ����"=0 q0 � ePn�=1 x�Y�+"Y�= q0 � ePn�=1 x�Y� � Y�= 	(x) � Y�; � = 1; : : : ; n;thus 	�x(Rn) = T	(x)M:The mapping 	 is regular, thus a local di�eomorphism. In particular, 	(Rn) isopen.(4) We prove that 	(Rn) is closed. Take any point q 2 	(Rn). Since the vector�elds Y1; : : : ; Yn are linearly independent, the image of the mapping(y1; : : : ; yn) 7! q � ePn�=1 y�Y� ; y = (y1; : : : ; yn) 2 Rn;contains a neighborhood of the point q. Thus there exists y 2 Rn such thatq � ePn�=1 y�Y� 2 	(Rn);i.e., q � ePn�=1 y�Y� = q0 � ePn�=1 x�Y�for some x = (x1; : : : ; xn) 2 Rn. Thenq = q0 � ePn�=1 x�Y� � e�Pn�=1 y�Y� = q0 � ePn�=1(x��y�)Y�= 	(x � y):In other words, q 2 	(Rn).That is why the set 	(Rn) is closed. Since it is open and M is connected,	(Rn) =M:(5) It is easy to see that the preimage	�1(q0) = fx 2 Rn j 	(x) = q0gis a subgroup of the Abelian group Rn. Indeed, let	(x) = q0 � ePn�=1 x�Y� = 	(y) = q0 � ePn�=1 y�Y� = q0;then 	(x+ y) = q0 � ePn�=1(x�+y�)Y� = q0 � ePn�=1 x�Y� � ePn�=1 y�Y� = q0:



58 CHAPTER 4. STATE LINEARIZABILITYAnalogously, if 	(x) = q0 � ePn�=1 x�Y� = q0;then 	(�x) = q0 � e�Pn�=1 x�Y� = q0:Finally, 	(0) = q0:(6) Moreover, G0 = 	�1(q0) is a discrete subgroup of Rn, i.e., there are nononzero elements of 	�1(q0) in some neighborhood of the origin in Rn, since 	is a local di�eomorphism.(7) The mapping 	 is well-de�ned on the quotient Rn=G0. Indeed, let y 2 G0.Then 	(x+ y) = q0 � ePn�=1(x�+y�)Y� = q0 � ePn�=1 y�Y� � ePn�=1 x�Y�= q0 � ePn�=1 x�Y� = 	(x):So the mapping 	 : Rn=G0 !M (4.11)is well-de�ned.(8) The mapping (4:11) is one-to-one: if	(x) = 	(y); x; y 2 Rn;then q0 � ePn�=1 x�Y� = q0 � ePn�=1 y�Y� ;thus q0 � ePn�=1(x��y�)Y� = q0;i.e., x� y 2 G0.(9) That is why mapping (4:11) is a di�eomorphism. By Lemma 4.2 (see below),the discrete subgroup G0 of Rn is a lattice:G0 = ( kXi=1 niei j ni 2Z) ;thus the quotient is a cylinder:Rn=G0 = Tk�Rn�k:Hence we constructed a di�eomorphism� = 	�1 : M !Tk�Rn�k:



4.2. GLOBAL LINEARIZABILITY 59Equalities (4:8) and (4:9) follow exactly as in Theorem 4.1.The vector �eld ��f0 = Ax + c is well-de�ned on the quotient Tk �Rn�k,that is why equalities (4:6) hold. The su�ciency follows.Necessity. For a linear system on a cylinder Tk � Rn�k, conditions (4:7)and (4:9) obviously hold. If a linear system is controllable on the cylinder,then it is also controllable on Rn, thus the controllability condition (4:8) is alsosatis�ed.Now we prove the following general statement used in the preceding argu-ment.Lemma 4.2. Let � be a discrete subgroup in Rn. Then it is a lattice, i.e., thereexist linearly independent vectors e1; : : : ; ek 2 Rn such that� = ( kXi=1 niei j ni 2Z) :e20 e1Figure 4.1: Lattice generated by vectors e1, e2Proof. We prove by induction on dimension n of the ambient group Rn.(1) Let n = 1. Since the subgroup � � R is discrete, it contains an elemente1 6= 0 closest to the origin 0 2 R. By the group property, all multiples �e1 �e1 � � � � � e1 = �ne1, n = 0; 1; 2; : : :, are also in �. We prove that � containsno other elements.By contradiction, assume that there is an element x 2 � such that ne1 <x < (n + 1)e1, n 2 Z. Then the element y = x � ne1 2 � is in the interval(0; e1) � R. So y 6= 0 is closer to the origin than e1, a contradiction. Thus� =Ze1 = fne1 j n 2Zg, q.e.d.(2) We prove the inductive step: let the statement of the lemma be proved forsome n� 1 2 N, we prove it for n.



60 CHAPTER 4. STATE LINEARIZABILITYChoose an element e1 2 �, e1 6= 0, closest to the origin 0 2 Rn. Denote by lthe line Re1, and by �1 the latticeZe1 � �. We suppose that � 6= �1 (otherwiseeverything is proved).Now we show that there is an element e2 2 � n �1 closest to l:dist(e2; l) = minfdist(x; l) j x 2 � n lg: (4.12)Take any segment I = [ne1; (n + 1)e1] � l, and denote by � : Rn ! l theorthogonal projection fromRn to l along the orthogonal complement to l in Rn.Since the segment I is compact and the subgroup � is discrete, the n-dimensionalstrip ��1(I) contains an element e2 2 � n l closest to I:dist(e2; I) = minfdist(x; I) j x 2 (� n l) \ ��1(I)g:Then the element e2 is the required one: it satis�es equality (4:12) since anyelement that satis�es (4:12) can be translated to the strip ��1(I) by elementsof the lattice �1.That is why a su�ciently small neighborhood of l is free of elements of �n�1.Thus the quotient group �=�1 is a discrete subgroup in Rn=l = Rn�1. By theinductive hypothesis, �=�1 is a lattice, hence � is also a lattice.



Chapter 5The Orbit Theorem and itsapplications5.1 Formulation of the Orbit TheoremLet F � VecM be any set of smooth vector �elds. In order to simplify notation,we assume that all �elds from F are complete. Actually, all further de�nitionsand results have clear generalizations to the case of noncomplete �elds; we leavethem to the reader.We return to the study of attainable sets: we study the structure of theattainable sets of F by piecewise constant controlsAq0 = fq0 � et1f1 � � � � � etkfk j ti � 0; fi 2 F ; k 2 Ng; q0 2M:But �rst we consider a larger set | the orbit of the family F through apoint:Oq0 = fq0 � et1f1 � � � � � etkfk j ti 2 R; fi 2 F ; k 2 Ng; q0 2M:In an orbit Oq0 , one is allowed to move along vector �elds fi both forward andbackwards, while in an attainable set Aq0 only the forward motion is possible,see �gs. 5.1, 5.2.Although, if the family F is symmetric F = �F (i.e., f 2 F ) �f 2 F),then attainable sets coincide with orbits: Oq0 = Aq0 , q0 2M .In general, orbits have more simple structure that attainable sets. It isdescribed in the following fundamental proposition.Theorem 5.1 (Orbit Theorem, Nagano{Sussmann). Let F � VecM andq0 2M . Then:(1) Oq0 is a connected immersed submanifold of M ,(2) TqOq0 = spanfq � (AdP )f j P 2 P; f 2 Fg, q 2 Oq0 .61



62 CHAPTER 5. THE ORBIT THEOREMq0 f1f2 Aq0 q0 f1f2Oq0Figure 5.1: Attainable set Aq0 Figure 5.2: Orbit Oq0Here we denote by P the group of di�eomorphisms of M generated by owsin F : P = fet1f1 � � � � � etkfk j ti 2 R; fi 2 F ; k 2 Ng � Di�M:We de�ne and discuss the notion of immersed manifold in the next section.5.2 Immersed submanifoldsDe�nition 5.1. A subset W of a smooth n-dimensional manifold is called animmersed k-dimensional submanifold of M , k � n, if there exists a one-to-oneimmersion � : N !M; Ker ��q = 0 8 q 2 Nof a k-dimensional smooth manifold N such thatW = �(N ):Remark. An immersed submanifoldW of M can also be de�ned as a manifoldcontained in M such that the inclusion mappingi : W !M; i : q 7! q;is an immersion.Su�ciently small neighborhoods Ox in an immersed submanifold W of Mare submanifolds of M , but the whole W is not necessarily a submanifold of Min the sense of De�nition 1.1. In general, the topology of W can be strongerthan the topology induced on W by the topology of M .Example 5.1. Let � : R ! R2 be a one-to-one immersion of the line intothe plane such that limt!+1�(t) = �(0). Then W = �(R) is an immersedone-dimensional submanifold of R2, see �g. 5.3. The topology of W inheritedfrom R is stronger than the topology induced by R2. The intervals �(�"; ")," > 0 small enough, are open in the �rst topology, but not open in the secondone.



5.2. IMMERSED SUBMANIFOLDS 63�(0) WFigure 5.3: Immersed manifoldThe notion of immersed submanifold appears inevitably in the descriptionof orbits of families of vector �elds. Already the orbit of one vector �eld (i.e.,its trajectory) is an immersed submanifold, but may fail to be a submanifold inthe sense of De�nition 1.1.Example 5.2. Oscillator with 2 degrees of freedom is described by the equa-tions: �x+ �2x = 0; x 2 R;�y + �2y = 0; y 2 R:In the complex variablesz = x� i _x=�; w = y � i _y=�these equations read _z = i�z; z 2 C ;_w = i�w; w 2 C ; (5.1)and their solutions have the formz(t) = ei�tz(0);w(t) = ei�tw(0):Any solution (z(t); w(t)) to equations (5:1) belongs to an invariant torusT2 = f(z; w) 2 C 2 j jzj = const; jwj = constg:Any such torus is parametrized by arguments of z, w modulo 2�, thus it is agroup: T2 ' R2=(2�Z)2.We introduce a new parameter � = �t, then trajectories (z; w) becomeimages of the line f(�; (�=�)� ) j � 2 Rg under the immersion(�; (�=�)� ) 7! (� + 2�Z; (�=�)� + 2�Z) 2 R2=(2�Z)2;



64 CHAPTER 5. THE ORBIT THEOREMthus immersed submanifolds of the torus.If the ratio �=� is irrational, then trajectories are everywhere dense in thetorus: they form the irrational winding of the torus. In this case, trajectories,i.e., orbits of a vector �eld, are not submanifolds, but just immersed submani-folds.Remark. Immersed submanifolds inherit many local properties of submanifolds.In particular, the tangent space to an immersed submanifold W = Im� � M ,� an immersion, is given by T�(q)W = Im��q:Further, it is easy to prove the following property of a vector �eld V 2 VecM :V (q) 2 TqW 8 q 2 W ) q � etV 2W 8 q 2W;for all t close enough to 0.5.3 Corollaries of the Orbit TheoremBefore proving the Orbit Theorem, we obtain several its corollaries.Let Oq0 be an orbit of a family F � VecM .First of all, if f 2 F , then f(q) 2 TqOq0 for all q 2 Oq0 . Indeed, thetrajectory q � etf belongs to the orbit Oq0 , thus its velocity vector f(q) is in thetangent space TqOq0 .Further, if f1; f2 2 F , then [f1; f2](q) 2 TqOq0 for all q 2 Oq0 . This followssince the vector [f1; f2](q) is tangent to the trajectoryt 7! q � etf1 � etf2 � e�tf1 � e�tf2 2 Oq0 :Given three vector �elds f1; f2; f3 2 F , we have [f1; [f2; f3]](q) 2 TqOq0 ,q 2 Oq0 . Indeed, it follows that [f2; f3](q) 2 TqOq0 , q 2 Oq0 , then all trajectoriesof the �eld [f2; f3] starting in the immersed submanifold Oq0 do not leave it.Then we repeat the argument of the previous items.We can go on and consider Lie brackets of arbitrarily high order[f1; [: : : [fk�1; fk] : : : ]](q)as tangent vectors to Oq0 if fi 2 F . These considerations can be summarizedin terms of the Lie algebra of vector �elds generated by F :LieF = spanf[f1; [: : : [fk�1; fk] : : : ]] j fi 2 F ; k 2 Ng � VecM;and its evaluation at a point q 2M :Lieq F = fq � V j V 2 LieFg � TqM:We obtain the following statement.



5.4. PROOF OF THE ORBIT THEOREM 65Corollary 5.1. Lieq F � TqOq0 (5.2)for all q 2 Oq0 .Remark. We show soon that in many important cases inclusion (5:2) turns intoequality. In the general case, we have the following estimate:dimLieq F � dimOq0 ; q 2 Oq0 :Another important corollary of the Orbit Theorem is the following proposi-tion often used in control theory.Theorem 5.2 (Rashevsky{Chow). Let M be a connected smooth manifold,and let F � VecM . If the family F is completely nonholonomic:Lieq F = TqM 8 q 2M; (5.3)then Oq0 =M 8 q0 2M: (5.4)De�nition 5.2. A family F � VecM that satis�es property (5:3) is calledcompletely nonholonomic or bracket-generating .Now we prove Theorem 5.2.Proof. By Corollary 5.1, equality (5:3) means that any orbit Oq0 is an open setin M .Further, consider the following equivalence relation in M :q1 � q2 , q2 2 Oq1 ; q1; q2 2M: (5.5)The manifold M is the union of (naturally disjoint) equivalence classes. Eachclass is an open subset of M and M is connected. Hence there is only onenonempty class. That is, M is a single orbit Oq0 .For symmetric families attainable sets coincide with orbits, thus we have thefollowing statement.Corollary 5.2. A symmetric bracket-generating family on a connected mani-fold is completely controllable.5.4 Proof of the Orbit TheoremIntroduce the notation:(AdP)F def= f(AdP )f j P 2 P; f 2 Fg � VecM:Consider the following subspace of TqM :�q def= spanfq � (AdP)Fg:This space is a candidate for the tangent space TqOq0 .



66 CHAPTER 5. THE ORBIT THEOREMLemma 5.1. dim�q = dim�q0 for all q 2 Oq0 , q0 2M .Proof. If q 2 Oq0 , then q = q0 �Q for some di�eomorphism Q 2 P.Take an arbitrary element q0 � (AdP )f in �q0 , P 2 P, f 2 F . ThenQ�(q0 � (AdP )f) = q0 � (AdP )f �Q = q0 � P � f � P�1 �Q= (q0 �Q) � (Q�1 � P � f � P�1 �Q)= q �Ad(Q�1 � P )f 2 �qsince Q�1 � P 2 P.We have Q��q0 � �q, thus dim�q0 � dim�q. But q0 and q can be switched,that is why dim�q � dim�q0 . Finally, dim�q = dim�q0 .Now we prove the Orbit Theorem.Proof. The manifold M is divided into disjoint equivalence classes of rela-tion (5:5) | orbits Oq . We introduce a new \strong" topology on M in whichall orbits are connected components.For any point q 2 M , denote m = dim�q and pick elements V1; : : : ; Vm 2(AdP)F such that span(V1(q); : : : ; Vm(q)) = �q: (5.6)Introduce a mapping:Gq : (t1; : : : ; tm) 7! q � et1V1 � � � � � etmVm ; ti 2 R:We have @ Gq@ ti ����0 = Vi(q);thus in a su�ciently small neighborhood O0 of the origin 0 2 Rm the vectors@ Gq@ t1 , : : : , @ Gq@ tm are linearly independent, i.e., GqjO0 is an immersion.The sets of the form Gq(O0), q 2M , are candidates for elements of a topol-ogy base on M . We prove several properties of these sets.(1) Since the mappings Gq are regular, the sets Gq(O0) are m-dimensionalsubmanifolds of M , may be, for smaller neighborhoods O0.(2) We show that Gq(O0) � Oq. Any element of the basis (5:6) has the formVi = (AdPi)fi, Pi 2 P, fi 2 F . ThenetVi = et(AdPi)fi = etPi�fi�P�1i = Pi � etfi � P�1i 2 P;thus Gq(t) = q � etVi 2 Oq ; t 2 O0:



5.4. PROOF OF THE ORBIT THEOREM 67(3) We show that G�t(TtRm) = �G(t), t 2 O0. Since rank G�tjO0 = m anddim �G(t)��O0 = m, it remains to prove that @ Gq@ ti ���t 2 �Gq(t) for t 2 O0. Wehave @@ tiGq(t) = @@ ti q � et1V1 � � � � � etmVm= q � et1V1 � � � � � etiVi � Vi � eti+1Vi+1 � � � � � etmVm= q � et1V1 � � � � � etiVi � eti+1Vi+1 � � � � � etmVm� e�tmVm � � � � � e�ti+1Vi+1 � Vi � eti+1Vi+1 � � � � � etmVm(introduce the notation Q = eti+1Vi+1 � � � � � etmVm 2 P)= Gq(t) �Q�1 � Vi �Q = Gq(t) �AdQ�1Vi 2 �Gq(t):(4) We prove that sets of the form Gq(O0), q 2M , form a topology base in M .It is enough to prove that any nonempty intersection Gq(O0)\G~q( eO0) containsa subset of the form Gq̂( bO0), i.e., this intersection has the form as at the left�gure, not at the right one:Gq(O0) G~q( eO0)Let a point q̂ belong to Gq(O0). Then dim�q̂ = dim�q = m. Consider themapping Gq̂ : (t1; : : : ; tm) 7! q̂ � et1 bV1 � � � � � etm bVm ;span(q̂ � bV1; : : : ; q̂ � bVm) = �q̂:It is enough to prove that for small enough (t1; : : : ; tm)Gq̂(t1; : : : ; tm) 2 Gq(O0);then we can replace Gq(O0) by G~q( eO0). We do this step by step. Consider thecurve t1 7! bq � et1 bV1 . By property (3) above, bV1(q0) 2 �q0 for q0 2 Gq(O0) andsu�ciently close to bq. Since Gq(O0) is a submanifold ofM and �q = TqGq(O0),



68 CHAPTER 5. THE ORBIT THEOREMthe curve bq � et1 bV1 belongs to Gq(O0) for su�ciently small jt1j. We repeat thisargument and show that (bq � et1 bV1) � et2 bV2 2 Gq(O0)for small jt1j, jt2j. We continue this procedure and obtain the inclusion(bq � et1 bV1 � � � � � etm�1 bVm�1) � etm bVm 2 Gq(O0)for (t1; : : : ; tm) su�ciently close to 0 2 Rm.Property (4) follows, and the sets Gq(O0), q 2M , form a topology base onM . We denote by MF the topological space obtained, i.e., the set M endowedwith the \strong" topology just introduced.(5) We show that for any q0 2M , the orbit Oq0 is connected, open, and closedin the \strong" topology.Connectedness: all mappings t 7! q � etf , f 2 F , are continuous in the\strong" topology, thus any point q 2 Oq0 can be connected with q0 by a pathcontinuous in MF .Openness: for any q 2 Oq0 , a set of the formGq(O0) � Oq0 is a neighborhoodof the point q in MF .Closedness: any orbit is a complement to a union of open sets (orbits), thusit is closed.So each orbit Oq0 is a connected component of the topological space MF .(6) A smooth structure on each orbit Oq0 is de�ned by choosing Gq(O0) tobe coordinate neighborhoods and G�1q coordinate mappings. Since GqjO0 areimmersions, then each orbit Oq0 is an immersed submanifold ofM . Notice thatdimension of these submanifolds may vary for di�erent q0.(7) By property (3) above, TqOq0 = �q, q 2 Oq0 .The Orbit Theorem is proved.The Orbit Theorem provides a description of the tangent space of an orbit:TqOq0 = span(q � (AdP)F):Such a description is rather implicit since the structure of the group P is quitecomplex. However, we already obtained the lower estimateLieq F � span(q � (AdP)F) (5.7)from the Orbit Theorem. Notice that this inclusion can easily be proved directly.We make use of the asymptotic expansion of the �eld Ad etf bf = etad f bf . Takean arbitrary element adf1 � � � � � ad fk bf 2 LieF , fi; bf 2 F . We have Ad(et1f1 �� � � � etkfk ) bf 2 (AdP)F , thusq � @k@t1 � � �@tk ����0Ad(et1f1 � � � � � etkfk) bf= q � @k@t1 � � �@tk ����0 (et1 ad f1 � � � � � etk ad fk) bf= q � ad f1 � � � � � ad fk bf 2 span(q � (AdP)F):



5.5. ANALYTIC CASE 69Now we consider a situation where inclusion (5:7) is strict.Example 5.3. Let M = R2, F = � @@ x1 ; a(x1) @@ x2	, where the function a 2C1(R), a 6� 0, has a compact support.It is easy to see that the orbit Ox through any point x 2 R2 is the wholeplane R2. Indeed, the family F [ (�F) is completely controllable in the plane.Given an initial point x0 = (x10; x20) and a terminal point x1 = (x11; x21), we cansteer x0 to x1: �rst we go from x0 by a �eld � @@ x1 to a point (~x1; x20) witha(~x1) 6= 0, then we go by a �eld �a(~x1) @@ x2 to a point (~x1; x21), and �nally wereach (x11; x21) along � @@ x1 , see �g. 5.4.
x1x2 x0x1~x1 � @@x1� @@x1�a(~x1) @@x2Figure 5.4: Complete controllability of the family FOn the other hand, we havedimLie(x1;x2)(F) = � 1; x1 =2 supp a;2; a(x1) 6= 0:That is, x � (AdP)F = TxR2 6= LiexF if x1 =2 supp a.Although, such example is essentially non-analytic. In the analytic case,inclusion (5:7) turns into equality. We prove this statement in the next section.5.5 Analytic caseThe set VecM is not just a Lie algebra (i.e., a vector space close under theoperation of Lie bracket), but also a module over C1(M ): any vector �eldV 2 VecM can be multiplied by a function a 2 C1(M ), and the resulting vector�eld aV 2 VecM . If vector �elds are considered as derivations of C1(M ), thenthe product of a function a and a vector �eld V is the vector �eld(aV )b = a � (V b); b 2 C1(M ):In local coordinates, each component of V at a point q 2M is multiplied by a(q).



70 CHAPTER 5. THE ORBIT THEOREMExercise 5.1. Let X;Y 2 VecM , a 2 C1(M ), P 2 Di�M . Prove the equali-ties: (adX)(aY ) = (Xa)Y + a(adX)Y;(AdP )(aX) = (Pa) AdP X:A submodule V � VecM is called �nitely generated over C1(M ) if it has a�nite global basis of vector �elds:9 V1; : : : ; Vk 2 VecM such that V = ( kXi=1 aiVi j ai 2 C1(M )) :Lemma 5.2. Let V � VecM be a �nitely generated submodule over C1(M ).Assume that (adX)V = f(adX)V j V 2 Vg � Vfor a vector �eld X 2 VecM . Then�Ad etX�V = V:Proof. Let V1; : : : ; Vk be a basis of V. By the hypothesis of the lemma,[X;Vi] = kXj=1 aijVj (5.8)for some functions aij 2 C1(M ). We have to prove that the vector �eldsVi(t) = (Ad etX)Vi = etadXVi; t 2 R;can be expressed as linear combinations of the �elds Vi with coe�cients fromC1(M ).We de�ne an ODE for Vi(t):_Vi(t) = etadX [X;Vi] = etadX kXj=1 aijVj= kXj=1 �etXaij�Vj(t):For a �xed q 2M , de�ne the k � k matrix:A(t) = (aij(t)); aij(t) = etXaij; i; j = 1; : : : ; k:Then we have a linear system of ODEs:_Vi(t) = kXj=1 aij(t)Vj(t): (5.9)



5.5. ANALYTIC CASE 71Find a fundamental matrix � of this system:_� = A(t)�; �(0) = Id :Since A(t) smoothly depends on q, then � depends smoothly on q as well:�(t) = (ij(t)); ij(t) 2 C1(M ); i; j = 1; : : : ; k; t 2 R:Now solutions of the linear system (5:9) can be written as follows:Vi(t) = kXj=1 ij(t)Vj(0):But Vi(0) = Vi are the generators of the module, and the required decompositionof Vi(t) along the generators is obtained.A submodule V � VecM is called locally �nitely generated over C1(M ) ifany point q 2 M has a neighborhood O � M in which the restriction FjO is�nitely generated over C1(O), i.e., has a basis of vector �elds.Theorem 5.3. Let F � VecM . Suppose that the module LieF is locally �nitelygenerated over C1(M ). ThenTqOq0 = Lieq F ; q 2 Oq0 (5.10)for any orbit Oq0 , q0 2M , of the family F .We prove this theorem later, but now obtain from it the following conse-quence.Corollary 5.3. If M and F are real analytic, then equality (5:10) holds.Proof. In the analytic case, LieF is locally �nitely generated. Indeed, anymodule generated by analytic vector �elds is locally �nitely generated. This isN�otherian property of the ring of germs of analytic functions, see [141].Now we prove Theorem 5.3.Proof. By the Orbit Theorem,TqOq0 = spannq �Ad �et1f1 � � � � � etkfk� bf j fi; bf 2 F ; tk 2 R; k 2 No :(5.11)By de�nition of the Lie algebra LieF ,(ad f) LieF � LieF 8 f 2 F :Apply Lemma 5.2 for the locally �nitely generated C1(M )-module V = LieF .We obtain �Ad etf�LieF � LieF 8 f 2 F :



72 CHAPTER 5. THE ORBIT THEOREMThat is whyAd �et1f1 � � � � � etkfk� bf = Ad et1f1 � � � � �Ad etkfk bf 2 LieFfor any fi; bf 2 F , tk 2 R. In view of equality (5:11),TqOq0 � Lieq F :But the reverse inclusion (5:7) was already obtained. Thus TqOq0 = Lieq F .Another proof of the theorem can be obtained via local convergence of theexponential series in the analytic case.5.6 Frobenius TheoremWe apply the Orbit Theorem to obtain the classical Frobenius Theorem as acorollary.De�nition 5.3. A distribution � � TM on a smooth manifoldM is a family oflinear subspaces �q � TqM smoothly depending on a point q 2M . Dimensionof the subspaces �q, q 2M , is assumed constant.Geometrically, at each point q 2 M there is attached a space �q � TqM ,i.e., we have a �eld of tangent subspaces on M .De�nition 5.4. A distribution � on a manifold M is called integrable if forany point q 2M there exists an immersed submanifold Nq � M , q 2 Nq , suchthat Tq0Nq = �q0 8 q0 2 Nq;see �g. 5.5. The submanifold Nq is called an integral manifold of the distribu-tion � through the point q. q q0�q0�q NqFigure 5.5: Integral manifold Nq of distribution �In other words, integrability of a distribution � � TM means that throughany point q 2 M we can draw a submanifold Nq whose tangent spaces areelements of the distribution �.



5.6. FROBENIUS THEOREM 73Remark. If dim�q = 1, then � is integrable by Theorem 1.2 on existence anduniqueness of solutions of ODEs. Indeed, in a neighborhood of any point inM ,we can �nd a base of the distribution �, i.e., a vector �eld V 2 VecM suchthat �q = span(V (q)), q 2 M . Then trajectories of the ODE _q = V (q) areone-dimensional submanifolds with tangent spaces �q.But in the general case (dim�q > 1), a distribution � may be nonintegrable.Indeed, consider the family of vector �elds tangent to �:� = fV 2 VecM j V (q) 2 �q 8 q 2Mg:Assume that the distribution � is integrable. Any vector �eld from the family�is tangent to integral manifolds Nq , thus the orbit Oq of the family � restrictedto a small enough neighborhood of q is contained in the integral manifold Nq .Moreover, since dimOq � dim�q = dimNq, then locallyOq = Nq: we can go inNq in any direction along vector �elds of the family �. By the Orbit Theorem,TqOq � Lieq�, that is why Lieq � = �q:This means that [V1; V2] 2 � 8 V1; V2 2 �: (5.12)Let dim�q = k. In a neighborhood Oq0 of a point q0 2 M we can �nd a baseof the distribution �:�q = span(f1(q); : : : ; fk(q)) 8 q 2 Oq0 :Then inclusion (5:12) reads as Frobenius condition:[fi; fj] = kXl=1 clijfl; clij 2 C1(Oq0): (5.13)We have shown that integrability of a distribution implies Frobenius conditionfor its base.Conversely, if condition (5:13) holds in a neighborhood of any point q0 2M ,then Lie(�) = �. Thus Lie(�) is a locally �nitely generated module overC1(M ). By Theorem 5.3,TqOq0 = Lieq �; q 2 Oq0 :So TqOq0 = �q; q 2 Oq0 ;i.e., the orbit Oq0 is an integral manifold of � through q0. We proved thefollowing proposition.Theorem 5.4 (Frobenius). A distribution � � TM is integrable if and onlyif Frobenius condition (5:13) holds for any base of � in a neighborhood of anypoint q0 2M .



74 CHAPTER 5. THE ORBIT THEOREMRemarks. (1) In view of the Leibniz rule[f; ag] = (fa)g + a[f; g]; f; g 2 VecM; a 2 C1(M );Frobenius condition is independent on the choice of a base f1; : : : ; fk: if it holdsin one base, then it also holds in any other base.(2) One can also consider smooth distributions � with non-constant dim�q.Such a distribution is de�ned as a locally �nitely generated over C1(M ) sub-module of VecM . For such distributions Frobenius condition implies integra-bility; but dimension of integrable manifolds becomes, in general, di�erent, al-though it stays constant along orbits of �. This is a generalization of phaseportraits of vector �elds. Although, notice once more that in general distribu-tions with dim�q > 1 are nonintegrable.5.7 State equivalence of control systemsIn this section we consider one more application of the Orbit Theorem | to theproblem of equivalence of control systems (or families of vector �elds).Let U be an arbitrary index set. Consider two families of vector �elds onsmooth manifoldsM and N parametrized by the same set U :fU = ffu j u 2 Ug � VecM;gU = fgu j u 2 Ug � VecN:Take any pair of points x0 2 M , y0 2 N , and assume that the families fU , gUare bracket-generating:Liex0 fU = Tx0M; Liey0 gU = Ty0N:De�nition 5.5. Families fU and gU are called locally state equivalent if thereexists a di�eomorphism of neighborhoods� : Ox0 �M ! Oy0 � N;� : x0 7! y0;that transforms one family to another:��fu = gu 8 u 2 U:Notation: (fU ; x0) ' (gU ; y0).Remark. Here we consider only smooth transformations of state x 7! y, whilethe controls u do not change. That is why this kind of equivalence is calledstate equivalence. We already studied state equivalence of nonlinear and linearsystems, both local and global, see Chapter 4.



5.7. STATE EQUIVALENCE OF CONTROL SYSTEMS 75Now, we �rst try to �nd necessary conditions for local equivalence of systemsfU and gU . Assume that (fU ; x0) ' (gU ; y0):By invariance of Lie bracket, we get��[fu1; fu2 ] = [��fu1 ;��fu2 ] = [gu1 ; gu2]; u1; u2 2 U;i.e., relations between Lie brackets of vector �elds of the equivalent families fUand gU must be preserved. We collect all relations between these Lie bracketsat one point: de�ne the systems of tangent vectors�u1:::uk = [fu1 ; [: : : ; fuk ] : : : ](x0) 2 Tx0M;�u1:::uk = [gu1 ; [: : : ; guk] : : : ](y0) 2 Ty0N:Then we have ��jx0 �u1:::uk = �u1:::uk; u1; : : : ; uk 2 U; k 2 N:Now we can state a necessary condition for local equivalence of families fUand gU in terms of the linear isomorphism��jx0 = A : Tx0M $ Ty0N:If (fU ; x0) ' (gU ; y0), then there exists a linear isomorphismA : Tx0M $ Ty0Nthat maps the con�guration of vectors f�u1:::ukg to the con�guration f�u1:::ukg.It turns out that in the analytic case this condition is su�cient. I.e., in theanalytic case the combinations of partial derivatives of vector �elds fu, u 2 U ,that enter f�u1:::ukg, form a complete system of state invariants of a family fU .Theorem 5.5. Let fU and gU be real analytic and bracket-generating familiesof vector �elds on real analytic manifolds M and N respectively. Let x0 2 M ,y0 2 N . Then (fU ; x0) ' (gU ; y0) if and only if there exists a linear isomorphismA : Tx0M $ Ty0Nsuch that Af�u1:::ukg = f�u1:::ukg 8 u1; : : : ; uk 2 U; k 2 N: (5.14)Remark. If in additionM , N are simply connected and all the �elds fu, gu arecomplete, then we have the global equivalence.Before proving Theorem 5.5, we reformulate condition (5:14) and provide amethod to check it.Let a family fU be bracket-generating:spanf�u1:::uk j u1; : : : ; uk 2 U; k 2 Ng= Tx0M:



76 CHAPTER 5. THE ORBIT THEOREMWe can choose a basis:span(���1 ; : : : ; ���n) = Tx0M; ��i = (u1i; : : : ; uki); i = 1; : : : ; n; (5.15)and express all vectors in the con�guration � through the base vectors:�u1:::uk = nXi=1 ciu1:::uk���i : (5.16)If there exists a linear isomorphism A : Tx0M $ Ty0N with (5:14), then thevectors ���i; i = 1; : : : ; n;should form a basis of Ty0N :span(���1 ; : : : ; ���n) = Ty0N; (5.17)and all vectors of the con�guration � should be expressed through the basevectors with the same coe�cients as the con�guration �, see (5:16):�u1:::uk = nXi=1 ciu1:::uk���i: (5.18)It is easy to see the converse implication: if we can choose bases in Tx0Mand Ty0N from the con�gurations � and � as in (5:15) and (5:17) such thatdecompositions (5:16) and (5:18) with the same coe�cients ciu1:::uk hold, thenthere exists a linear isomorphism A with (5:14). Indeed, we de�ne then theisomorphism on the bases:A : ���i 7! ���1; i = 1; : : : ; n:We can obtain one more reformulation via the following agreement. Con-�gurations f�u1:::ukg and f�u1:::ukg are called equivalent if the sets of rela-tions K(fU ) and K(gU ) between elements of these con�gurations coincide:K(fU ) = K(gU ). We denote here by K(fU ) the set of all systems of coe�-cients such that the corresponding linear combinations vanish:K(fU ) = ((bu1:::uk) j Xu1:::uk bu1:::uk�u1:::uk = 0) :Then Theorem 5.5 can be expressed in the following form.Nagano Principle. All local information about bracket-generating families ofanalytic vector �elds is contained in Lie brackets.Notice, although, that the con�guration �u1:::uk and the system of rela-tions K(fU ) are, in general, immense and cannot be easily characterized. ThusNagano Principle cannot usually be applied directly to describe properties ofcontrol systems, but it is an important guiding principle.Now we prove Theorem 5.5.



5.7. STATE EQUIVALENCE OF CONTROL SYSTEMS 77Proof. Necessity was already shown. We prove su�ciency by reduction to theOrbit Theorem. For this we construct an auxiliary system on the Cartesianproduct M � N = f(x; y) j x 2M; y 2 Ng:For vector �elds f 2 VecM , g 2 VecN , de�ne their direct product f � g 2Vec(M � N ) as the derivation(f � g)aj(x;y) = (fa1y)��x + (ga2x)��y ; a 2 C1(M �N ); (5.19)where the families of functions a1y 2 C1(M ), a2x 2 C1(N ) are de�ned as follows:a1y : x 7! a(x; y); a2x : y 7! a(x; y); x 2M; y 2 N:So projection of f � g to M is f , and projection to N is g. Finally, we de�nethe direct product of systems fU and gU asfU � gU = ffu � gu j u 2 Ug � Vec(M �N ):We suppose that there exists a linear isomorphism A : Tx0M $ Ty0N thatmaps the con�guration � to � as in (5:14), and construct the local equivalence(fU ; x0) ' (gU ; y0).In view of de�nition (5:19), Lie bracket in the family fU � gU is computedas [fu1 � gu1 ; fu2 � gu2] = [fu1 ; fu2 ]� [gu1; gu2]; u1; u2 2 U;thus [fu1 � gu1 ; [: : : ; fuk � guk ] : : : ](x0; y0)= [fu1 ; [: : : ; fuk ] : : : ](x0)� [gu1; [: : : ; guk] : : : ](y0)= �u1:::uk � �u1:::uk = �u1:::uk � A�u1:::uk; u1; : : : ; uk 2 U; k 2 N:That is why dimLie(x0;y0)(fU � gU ) = n;where n = dimM . By the analytic version of the Orbit Theorem (Corollary 5.3)for the family fU �gU � Vec(M �N ), the orbit O of fU �gU through the point(x0; y0) is an n-dimensional immersed submanifold (thus, locally a submanifold)of M �N . The tangent space of the orbit isT(x0;y0)O = span(�u1:::uk � A�u1:::uk)= spanfv � Av j v 2 Tx0g � T(x0;y0)M � N = Tx0M � Ty0N;i.e., the graph of the linear isomorphism A. Consider the canonical projectionsonto the factors: �1 : M � N !M; �1(x; y) = x;�2 : M � N ! N; �2(x; y) = y:



78 CHAPTER 5. THE ORBIT THEOREMThe restrictions �1jO, �2jO are local di�eomorphisms since the di�erentials�1�j(x0;y0) : (v;Av) 7! v; v 2 Tx0M;�2�j(x0;y0) : (v;Av) 7! Av; v 2 Tx0M;are one-to-one.Now � = �2 � (�1jO)�1 is a local di�eomorphism from M to N with thegraph O, and �� = �2� � (�1jO)�1� : fu 7! gu; u 2 U:Consequently, (fU ; x0) ' (gU ; y0).



Chapter 6Rotations of the rigid bodyIn this chapter we consider rotations of a rigid body around a �xed point. Thatis, we study motions of a body in the three-dimensional space such that:� distances between all points in the body remain �xed (rigidity), and� there is a point in the body that stays immovable during motion (�xedpoint).We consider both free motions (in the absence of external forces) and controlledmotions (when external forces are applied in order to bring the body to a desiredstate).Such system is a very simpli�ed model of a satellite in the space rotatingaround its center of mass.For details about ODEs describing rotations of the rigid body, see [136].6.1 State spaceThe state of the rigid body is determined by its position and velocity.We �x an orthonormal frame attached to the body at the �xed point (themoving frame), and an orthonormal frame attached to the ambient space at the�xed point of the body (the �xed frame), see �g. 6.1. The set of positions of therigid body is the set of all orthonormal frames in the three-dimensional spacewith positive orientation. This set can be identi�ed with SO(3), the group oflinear orthogonal orientation-preserving transformations of R3, or, equivalently,with the group of 3� 3 orthogonal unimodular matrices:SO(3) = fQ : R3! R3 j (Qx;Qy) = (x; y); detQ = 1g= fQ : R3! R3 j QQ� = Id; detQ = 1g:The mapping Q : R3! R3 transforms the coordinate representation of a pointin the moving frame to the coordinate representation of this point in the �xedframe. 79



80 CHAPTER 6. ROTATIONS OF THE RIGID BODY
Figure 6.1: Fixed and moving framesRemark. We denote above the standard inner product in R3 by ( � ; � ). If a pairof vectors x; y 2 R3 have coordinates x = (x1; x2; x3), y = (y1; y2; y3) in someorthonormal frame, then (x; y) = x1y1 + x2y2 + x3y3.Notice that the set of positions of the rigid body SO(3) is not a linear space,but a nontrivial smooth manifold.Now we describe velocities of the rigid body. Let Qt 2 SO(3) be positionof the body at a moment of time t. Since the operators Qt : R3 ! R3 areorthogonal, then (Qtx;Qty) = (x; y); x; y 2 R3; t 2 R:We di�erentiate this equality w.r.t. t and obtain( _Qtx;Qty) + (Qtx; _Qty) = 0: (6.1)The matrix 
t = Q�1t _Qtis called the body angular velocity . Since_Qt = Qt
t;then equality (6:1) reads(Qt
tx;Qty) + (Qtx;Qt
ty) = 0;whence by orthogonality (
tx; y) + (x;
ty) = 0;i.e., 
�t = �
t;the matrix 
t is antisymmetric. So velocities of the rigid body have the form_Qt = Qt
t; 
�t = �
t:



6.1. STATE SPACE 81In other words, we found the tangent spaceTQ SO(3) = fQ
 j 
� = �
g; Q 2 SO(3):The space of antisymmetric 3� 3 matrices is denoted by so(3), it is the tangentspace to SO(3) at the identity:so(3) = f
 : R3! R3 j 
� = �
g = TId SO(3):The space so(3) is the Lie algebra of the Lie group SO(3).To each antisymmetric matrix 
 2 so(3), we associate a vector ! 2 R3:
 � !; 
 = 0@ 0 �!3 !2!3 0 �!1�!2 !1 0 1A ; ! = 0@ !1!2!3 1A : (6.2)Then the action of the operator 
 on a vector x 2 R3 can be represented viathe cross product in R3: 
x = ! � x; x 2 R3:Let x be a point in the rigid body. Then its position in the ambient space R3 isQtx. Further, velocity of this point is_Qtx = Qt
tx = Qt(!t � x):!t is the vector of angular velocity of the point x in the moving frame: if we �xthe moving frame Qt at one moment of time t, then the instantaneous velocityof the point x at the moment of time t in the moving frame is Q�1t _Qtx = 
tx =!t � x, i.e., the point x rotates around the line through !t with the angularvelocity k!tk.Introduce the following scalar product of matrices 
 = (
ij) 2 so(3):h
1;
2i = �12 tr(
1
2) = 12 3Xi;j=1
1ij
2ij =Xi<j 
1ij
2ij:This product is compatible with identi�cation of 3� 3 antisymmetric matricesand 3-dimensional vectors (6:2):h
1;
2i = (!1; !2);
i � !i; 
i 2 so(3); !i 2 R3; i = 1; 2:Moreover, this product is invariant in the following sense:h(AdQ)
1; (AdQ)
2i = h
1;
2i; Q 2 SO(3); 
1; 
2 2 so(3); (6.3)i.e., AdQ : so(3)! so(3) is an orthogonal transformation w.r.t. h � ; � i. Indeed:tr((AdQ)
1(AdQ)
2) = tr(Q
1Q�1Q
2Q�1) = tr(Q
1
2Q�1) = tr(
1
2)



82 CHAPTER 6. ROTATIONS OF THE RIGID BODYby invariance of trace.Now we derive the in�nitesimal version of invariance (6:3). Take an arbitrary
 2 so(3) and consider a smooth curve Qt 2 SO(3) that starts from identitywith the velocity 
: _Q0 = 
; Q0 = Id :Then dd t ����0AdQt = ad
;and di�erentiation of (6:3) w.r.t. t at t = 0 yields the equality:h(ad
)
1;
2i+ h
1; (ad
)
2i = 0; 
; 
1; 
2 2 so(3); (6.4)i.e., ad
 : so(3)! so(3) is antisymmetric w.r.t. h � ; � i.The vector !1 � !2 2 R3 corresponds to the matrix [
1;
2] 2 so(3) viaisomorphism (6:2), thus equality (6:4) can be rewritten in terms of cross product:(! � !1; !2) + (!1; ! � !2) = 0; !; !1; !2 2 R3:6.2 Euler equationsWe derive equations of motion of the rigid body from the least action principle.Let the distribution of mass in the rigid body have density �(x), where� : R3! R+ is an integrable nonnegative function with compact support. LetQt 2 SO(3) be position and 
t 2 so(3) angular velocity of the body so that_Qt = Qt
t: (6.5)Take a point x in the body. Then position of this point in the ambient space isQtx, and velocity of this point is _Qtx. Distribution of the kinetic energy in thebody has density 12�(x)( _Qtx; _Qtx), thus the total kinetic energy of the body ata moment of time t isj(
t) = 12 ZR3 �(x)(Qt
tx;Qt
tx) dx = 12 ZR3 �(x)(
tx;
tx) dx;i.e., a quadratic form j = j(
t) on the space so(3). The corresponding bilinearform can be written asZR3 �(x)(
1x;
2x) dx = hA
1;
2i; 
1; 
2 2 so(3)for some linear symmetric positive de�nite operatorA : so(3)! so(3); A = A� > 0;called inertia tensor of the rigid body. Finally, the functional of action has theform J(
:) = Z t10 j(
t) dt = 12 Z t10 hA
t;
ti dt;



6.2. EULER EQUATIONS 83where 0 and t1 are the initial and terminal moments of motion.Let Q0 and Qt1 be the initial and terminal positions of the moving body.By the least action principle, the motion Qt, t 2 [0; t1], of the body should bean extremal of the following problem:J(
:)! min;_Qt = Qt
t; Q0; Qt1 �xed: (6.6)We �nd these extremals.Let 
t be angular velocity along the reference trajectory Qt, thenQ�10 �Qt1 = �!exp Z t10 
t dt:Consider an arbitrary small perturbation of the angular velocity:
t + "Ut +O("2); "! 0:In order that such perturbation was admissible, the starting point and endpointof the corresponding trajectory should not depend on ":Q�10 �Qt1 = �!exp Z t10 �
t + "Ut + O("2)� dt;thus 0 = @@ " ����"=0Q�10 �Qt1 = @@ " ����"=0 �!exp Z t10 �
t + "Ut +O("2)� dt: (6.7)By formula (2:31) of derivative of a ow w.r.t. parameter, the right- hand sideabove is equal to Z t10 Ad� �!exp Z t0 
� d��Ut dt� �!exp Z t10 
t dt= Z t10 Ad �Q�10 �Qt�Ut dt �Q�10 �Qt1= Q�10 Z t10 AdQtUt dt �Qt1 :Taking into account (6:7), we obtainZ t10 AdQtUt dt = 0:Denote Vt = Z t0 AdQ�U� d�; (6.8)



84 CHAPTER 6. ROTATIONS OF THE RIGID BODYthen admissibility condition of a variation Ut takes the formV0 = Vt1 = 0: (6.9)Now we �nd extremals of problem (6:6).0 = @@ " ����"=0 J(
:") = Z t10 hA
t; Uti dtby (6:3) = Z t10 h(AdQt)A
t; (AdQt)Uti dtby (6:8) = Z t10 h(AdQt)A
t; _Vti dtintegrating by parts with the admissibility condition (6:9)= � Z t10 � dd t (AdQt)A
t; Vt� dt:So the previous integral vanishes for any admissible operator Vt, thusdd t (AdQt)A
t = 0; t 2 [0; t1]:Hence AdQt([
t; A
t] + A _
t) = 0; t 2 [0; t1];that is why A _
t = [A
t;
t]; t 2 [0; t1]: (6.10)Introduce the operator Mt = A
t;called kinetic momentum of the body, and denoteB = A�1:We combine equations (6:10), (6:5) and come to Euler equations of rotations ofa free rigid body: � _Mt = [Mt; BMt]; Mt 2 so(3);_Qt = QtBMt; Qt 2 SO(3):



6.2. EULER EQUATIONS 85Remark. The presented way to derive Euler equations can be applied to thecurves on the group SO(n) of orthogonal orientation-preserving n� n matriceswith an arbitrary n > 0. Then we come to equations of rotations of a generalizedn-dimensional rigid body.Now we rewrite Euler equations via isomorphism (6:2) of so(3) andR3, whichis essentially 3-dimensional and does not generalize to higher dimensions. Recallthat for an antisymmetric matrixM = 0@ 0 ��3 �2�3 0 ��1��2 �1 0 1A 2 so(3);the corresponding vector � 2 R3 is� = 0@ �1�2�3 1A ; M � �:Now Euler equations read as follows:� _�t = �t � ��t; �t 2 R3;_Qt = Qtb��t; Qt 2 SO(3);where � : R3 ! R3 and b� : R3 ! so(3) are the operators corresponding toB : so(3)! so(3) via the isomorphism so(3)$ R3 (6:2).Eigenvectors of the symmetric positive de�nite operator � : R3 ! R3 arecalled principal axes of inertia of the rigid body. In the sequel we assume thatthe rigid body is asymmetric, i.e., the operator � has 3 distinct eigenvalues�1; �2; �3. We order the eigenvalues of �:�1 > �2 > �3;and choose an orthonormal frame e1; e2; e3 of the corresponding eigenvectors,i.e., principal axes of inertia. In the basis e1; e2; e3, the operator � is diagonal:�0@ �1�2�3 1A = 0@ �1�1�2�2�3�3 1A ;and the equation _�t = �t � ��t reads as follows:8><>: _�1 = (�3 � �2)�2�3;_�2 = (�1 � �3)�1�3;_�3 = (�2 � �1)�1�2: (6.11)



86 CHAPTER 6. ROTATIONS OF THE RIGID BODY6.3 Phase portraitNow we describe the phase portrait of the �rst of Euler equations:_�t = �t � ��t; �t 2 R3: (6.12)This equation has two integrals: energy(�t; �t) = constand moment of momentum (�t; ��t) = const :Indeed:dd t(�t; �t) = 2(�t � ��t; �t) = �2(��t; �t � �t) = 0;dd t (�t; ��t) = (�t � ��t; ��t) + (�t; �(�t � ��t)) = 2(�t � ��t; ��t)= �2(�t; ��t � ��t) = 0by the invariance property (6:4) and symmetry of �.So all trajectories �t of equation (6:12) satisfy the restrictions(�21 + �22 + �23 = const;�1�21 + �2�22 + �3�23 = const; (6.13)i.e., belong to intersection of spheres with ellipsoids. Moreover, since ODE (6:12)is homogeneous, we draw its trajectories on one sphere | the unit sphere�21 + �22 + �23 = 1; (6.14)and all other trajectories are obtained by homotheties.First of all, intersections of the unit sphere with the principal axes of inertia,i.e., the points �e1; �e2; �e3are equilibria, and there are no other equilibria, see equations (6:11).Further, the equilibria �e1; �e3 corresponding to the maximal and minimaleigenvalues �1; �3 are stable, more precisely, they are centers, and the equilibria�e2 corresponding to �2 are unstable | saddles. This is obvious from thegeometry of intersections of the unit sphere with ellipsoids�1�21 + �2�22 + �3�23 = C:Indeed, for C < �3 the ellipsoids are inside the sphere and do not intersectit. For C = �3, the ellipsoid touches the unit sphere from inside at the points�e3. Further, for C > �3 and close to �3, the ellipsoids intersect the unit



6.3. PHASE PORTRAIT 87sphere by 2 closed curves surrounding e3 and �e3 respectively. The behaviorof intersections is similar in the neighborhood of C = �1. If C > �1, then theellipsoids are big enough and do not intersect the unit sphere; for C = �1, thesmall semiaxis of the ellipsoid becomes equal to radius of the sphere, so theellipsoid touches the sphere from outside at �e1; and for C < �1 and close to�1 the intersection consists of 2 closed curves surrounding �e1. If C = �2, thenthe ellipsoid touches the sphere at the endpoints of the medium semiaxes �e2,and in the neighborhood of each point e2, �e2, the intersection consists of fourseparatrix branches tending to this point. Equations for the separatrices arederived from the system(�21 + �22 + �23 = 1;�1�21 + �2�22 + �3�23 = �2:We multiply the �rst equation by �2 and subtract it from the second equation:(�1 � �2)�21 � (�2 � �3)�23 = 0:Thus the separatrices belong to intersection of the unit sphere with two planes�� def= f(�1; �2; �3) 2 R3 jp�1 � �2 �1 = �p�2 � �3 �3g;thus they are arcs of great circles.
e1 e2

e3
Figure 6.2: Phase portrait of system (6:12)It turns out that separatrices and equilibria are the only trajectories be-longing to a 2-dimensional plane. Moreover, all other trajectories satisfy thefollowing condition: � =2 ��; � =2 Rei ) � ^ _� ^ �� 6= 0; (6.15)



88 CHAPTER 6. ROTATIONS OF THE RIGID BODYi.e., the vectors �, _�, and �� are linearly independent. Indeed, take any trajectory�t on the unit sphere. All trajectories homothetic to the chosen one form a coneof the formC(�21 + �22 + �23) = �1�21 + �2�22 + �3�23; �3 � C � �1: (6.16)But a quadratic cone in R3 is either degenerate or elliptic. The conditions� =2 ��, � =2 Rei mean that C 6= �i, i = 1; 2; 3, i.e., cone (6:16) is elliptic.Now inequality (6:15) follows from the next two facts. First, �^ _� 6= 0, i.e., thetrajectory �t is not tangent to the generator of the cone. Second, the section ofan elliptic cone by a plane not containing the generator of the cone is an ellipse| a strongly convex curve.In view of ODE (6:12), the convexity condition (6:15) for the cone generatedby the trajectory is rewritten as follows:� =2 ��; � =2 Rei) � ^ (�� ��) ^ ((� � ��) � �� + � � �(� � ��)) 6= 0:(6.17)The planar separatrix curves in the phase portrait are regular curves on thesphere, hence � 2 ��; � =2 Re2) � ^ _� 6= 0;or, by ODE (6:12), � 2 ��; � =2 Re2) � ^ (�� ��) 6= 0: (6.18)6.4 Controlled rigid body: orbitsAssume that we can control rotations of the rigid body by applying a torquealong a line that is �xed in the body. We can change the direction of torque tothe opposite one in any moment of time.Then the control system for the angular velocity is written as_�t = �t � ��t � l; �t 2 R3; (6.19)and the whole control system for the controlled rigid body is� _�t = �t � ��t � l; �t 2 R3;_Qt = Qtb��t; Qt 2 SO(3); (6.20)where l 6= 0 is a �xed vector along the chosen line.Now we describe orbits and attainable sets of the 6-dimensional control sys-tem (6:20). But before that we study orbits of the 3-dimensional system (6:19).6.4.1 Orbits of the 3-dimensional systemSystem (6:19) is analytic, thus dimension of the orbit through a point � 2 R3coincides with dimension of the spaceLie�(�� �� � l) = Lie�(�� ��; l):



6.4. CONTROLLED RIGID BODY: ORBITS 89Denote the vector �elds: f(�) = �� ��; g(�) � l;and compute several Lie brackets:[g; f ](�) = d fd �g(�) � d gd �f(�) = l � ��+ �� �l;[g; [g; f ]](�) = l � �l + l � �l = 2l � �l;12[[g; [g; f ]]; [g; f ]](�) = l � �(l � �l) + (l � �l) � �l:We apply (6:17) with l = � and obtain that three constant vector �elds g, [g; f ],[[g; [g; f ]]; [g; f ]] are linearly independent:g(�) ^ 12 [g; f ](�) ^ 12 [[g; [g; f ]]; [g; f ]](�)= l ^ l � �l ^ ((l � �l) � �l + l � �(l � �l)) 6= 0if l =2 ��, l =2 Rei:We obtain the following statement for generic disposition of the vector l.Case 1. l =2 ��, l =2 Rei.Proposition 6.1. Assume that l =2 ��, l =2 Rei. Then Lie�(f; g) = R3 for any� 2 R3. System (6:19) has one 3-dimensional orbit, R3.Now consider special dispositions of the vector l.Case 2. Let l 2 �+, l =2 Re2. Since the plane �+ is invariant for the freebody (6:12) and l 2 �+, then the plane �+ is also invariant for the controlledbody (6:19), i.e., the orbit through any point of �+ is contained in �+. On theother hand, implication (6:18) yieldsl ^ (l � �l) 6= 0:But the vectors l = g(�) and l � �l = 12 [g; [g; f ]](�) form a basis of the plane�+, thus �+ is in the orbit through any point � 2 �+. Consequently, the plane�+ is an orbit of (6:19). If an initial point �0 =2 �+, then the trajectory �tof (6:19) through �0 is not at, thus(�t � ��t) ^ l ^ (l � �l) 6� 0:So the orbit through �0 is 3-dimensional. We proved the following statement.Proposition 6.2. Assume that l 2 �+ n Re2. Then system (6:19) has one2-dimensional orbit, the plane �+, and two 3-dimensional orbits, connectedcomponents of R3 n�+.



90 CHAPTER 6. ROTATIONS OF THE RIGID BODYThe case l 2 �� n Re2 is completely analogous, and there holds a similarproposition with �+ replaced by ��.Case 3. Now let l 2 Re1 n f0g, i.e., l = ce1, c 6= 0. First of all, the line Re1 isan orbit. Indeed, if � 2 Re1, then f(�) = 0, and g(�) = l is also tangent to theline Re1.To �nd other orbits, we construct an integral of the control system (6:19)from two integrals (6:13) of the free body. Since g(�) = l = ce1, we seek for alinear combination of the integrals in (6:13) that does not depend on �1. Wemultiply the �rst integral by �1, subtract from it the second integral and obtainan integral for the controlled rigid body:(�1 � �2)�22 + (�1 � �3)�23 = C: (6.21)Since �1 > �2 > �3, this is an elliptic cylinder in R3.So each orbit of (6:19) is contained in a cylinder (6:21). On the other hand,the orbit through any point �0 2 R3 n Re1 must be at least 2-dimensional.Indeed, if �0 =2 Re2 [ Re3, then the free body has trajectories not tangent tothe �eld g; and if �0 2 Re2 or Re3, this can be achieved by a small translationof �0 along the �eld g. Thus all orbits outside of the line Re1 are ellipticcylinders (6:21).Proposition 6.3. Let l 2 Re1 n f0g. Then all orbits of system (6:19) have theform (6:21): there is one 1-dimensional orbit | the line Re1 (C = 0), and anin�nite number of 2-dimensional orbits | elliptic cylinders (6:21) with C > 0.
e1 e2e3

Figure 6.3: Orbits in the case l 2 Re1 n f0gThe case l 2 Re3 n f0g is completely analogous to the previous one.Proposition 6.4. Let l 2 Re3nf0g. Then system (6:19) has one 1-dimensionalorbit | the line Re3, and an in�nite number of 2-dimensional orbits | ellipticcylinders (�1 � �3)�21 + (�2 � �3)�22 = C; C > 0:



6.4. CONTROLLED RIGID BODY: ORBITS 91Case 4. Finally, consider the last case: let l 2 Re2 n f0g. As above, we obtainan integral of control system (6:19):(�1 � �2)�21 � (�2 � �3)�23 = C: (6.22)If C 6= 0, this equation determines a hyperbolic cylinder. By an argumentsimilar to that used in Case 3, we obtain the following description of orbits.Proposition 6.5. Let l 2 Re2 n f0g. Then there is one 1-dimensional orbit |the line Re2, and an in�nite number of 2-dimensional orbits of the followingform:(1) connected components of hyperbolic cylinders (6:22) for C 6= 0;(2) half-planes | connected components of the set (�+ [��) nRe2.e1 e2e3
Figure 6.4: Orbits in the case l 2 Re2 n f0gSo we considered all possible dispositions of the vector l 2 R3 n f0g, andin all cases described orbits of the 3-dimensional system (6:19). Now we studyorbits of the full 6-dimensional system (6:20).6.4.2 Orbits of the 6-dimensional systemThe vector �elds in the right-hand side of the 6-dimensional system (6:20) aref(Q;�) = � Qb���� �� � ; g(Q;�) = � 0l � ; (Q;�) 2 SO(3) �R3:Notice the commutation rule for vector �elds of the form that appear in our



92 CHAPTER 6. ROTATIONS OF THE RIGID BODYproblem:fi(Q;�) = � Qb�wi(�)vi(�) � 2 Vec(SO(3) �R3);[f1; f2](Q;�) = 0BBB@ Q[b�w1; b�w2]so(3) +Qb� �@ w2@ � v1 � @ w1@ � v2�@ v2@ � v1 � @ v1@ � v2 1CCCA :We compute �rst the same Lie brackets as in the 3-dimensional case:[g; f ] = � Qb�ll � �� + �� �l � ;12[g; [g; f ]] = � 0l � �l � ;12[[g; [g; f ]]; [g; f ]] = � 0l � �(l � �l) + (l � �l) � �l � :Further, for any vector �eld X 2 Vec(SO(3)�R3) of the formX = � 0x � ; x | a constant vector �eld on R3; (6.23)we have [X; f ] = � Qb�x� � : (6.24)To study the orbit of the 6-dimensional system (6:20) through a point(Q;�) 2 SO(3) � R3, we follow the di�erent cases for the 3-dimensional sys-tem (6:19) in Subsec. 6.4.1.Case 1. l =2 ��, l =2 Rei. We can choose 3 linearly independent vector �eldsin Lie(f; g) of the form (6:23):X1 = g; X2 = 12[g; [g; f ]]; X3 = 12[[g; [g; f ]; [g; f ]]:By the commutation rule (6:24), we have 6 linearly independent vectors inLie(Q;�)(f; g): X1 ^X2 ^X3 ^ [X1; f ] ^ [X2; f ] ^ [X3; f ] 6= 0:Thus the orbit through (Q;�) is 6-dimensional.Case 2. l 2 �� nRe2.Case 2.1. � =2 ��. First of all, Lie(f; g) contains 2 linearly independentvector �elds of the form (6:23):X1 = g; X2 = 12[g; [g; f ]]:



6.4. CONTROLLED RIGID BODY: ORBITS 93Since the trajectory of the free body in R3 through � is not at, we can assumethat the vector v = �� �� is linearly independent of l and l� �l. Now our aimis to show that Lie(f; g) contains 2 vector �elds of the formY1 = � QM1v1 � ; Y2 = � QM2v2 � ; M1 ^M2 6= 0; (6.25)where the vector �elds v1 and v2 vanish at the point �. If this is the case, thenLie(Q;�)(f; g) contains 6 linearly independent vectors:X1(Q;�); X2(Q;�); f(Q;�);Y1(Q;�) = � QM10 � ; Y2(Q;�) = � QM20 � ;[Y1; Y2](Q;�) = � Q[M1;M2]0 � ;and the orbit through the point (Q;�) is 6-dimensional.Now we construct 2 vector �elds of the form (6:25) in Lie(f; g). Takingappropriate linear combinations with the �elds X1, X2, we project the secondcomponent of the �elds [g; f ] and 12 [f; [g; [g; f ]] to the line Rv, thus we obtainthe vector �elds � Qb�lk1v � ; � Qb�(l � �l)k2v � 2 Lie(f; g): (6.26)If both k1 and k2 vanish at �, these vector �elds can be taken as Y1, Y2 in (6:25).And if k1 or k2 does not vanish at �, we construct such vector �elds Y1, Y2 takingappropriate linear combinations of �elds (6:26) and f with the �elds g, [g; [g; f ]].So in Case 2.1 the orbit is 6-dimensional.Case 2.2. � 2 ��. There are 5 linearly independent vectors in Lie(Q;�)(f; g):X1 = g; X2 = 12[g; [g; f ]]; [X1; f ]; [X2; f ]; [[X1; f ]; [X2; f ]]:Since the orbit in R3 is 2-dimensional, the orbit in SO(3)�R3 is 5-dimensional.Case 3. l 2 Re1 n f0g.Case 3.1. � =2 Re1. The argument is similar to that of Case 2.1. We canassume that the vectors l and v = � � �� are linearly independent. The orbitin R3 is 2-dimensional and the vectors l, v span the tangent space to this orbit,thus we can �nd vector �elds in Lie(f; g) of the form:Y1 = [g; f ]� C1g � C2f = � Qb�l +C3Qb��0 � ;Y2 = [Y1; f ] = � Q[b�l; b��] + C4Qb��0 �for some real functions Ci, i = 1; : : : ; 4. Then we have 5 linearly independentvectors in Lie(Q;�)(f; g): g; f; Y1; Y2; [Y1; Y2]:



94 CHAPTER 6. ROTATIONS OF THE RIGID BODYSo the orbit of the 6-dimensional system (6:20) is 5-dimensional (it cannot havedimension 6 since the 3-dimensional system (6:19) has a 2-dimensional orbit).Case 3.2. � 2 Re1. The vectorsf(Q;�) = � Qb��0 � ; [g; f ](Q;�) = � Qb�l0 � ;are linearly dependent, thus dimLie(Q;�)(f; g) = dim span(f; g)j(Q;�) = 2. Sothe orbit is 2-dimensional.The cases l 2 Rei n f0g, i = 1; 2, are similar to Case 3.We completed the study of orbits of the controlled rigid body (6:20) andnow summarize it.Proposition 6.6. Let (Q;�) be a point in SO(3) � R3. If the orbit O of the3-dimensional system (6:19) through the point � is 3- or 2-dimensional, then theorbit of the 6-dimensional system (6:20) through the point (Q;�) is SO(3)�O,i.e., respectively 6- or 5-dimensional. If dimO = 1, then the 6-dimensionalsystem has a 2-dimensional orbit.We will describe attainable sets of this system in Section 8.4 after acquiringsome general facts on attainable sets.



Chapter 7Control of con�gurationsIn this chapter we apply the Orbit Theorem to systems which can be controlledby the change of their con�guration, i.e., of relative position of parts of thesystems. A falling cat exhibits a well-known example of such a control. If acat is left free over ground (e.g. if it falls from a tree or is thrown down by achild), then the cat starts to rotate its tail and bend its body, and �nally fallsto the ground exactly on its paws, regardless of its initial orientation over theground. Such a behavior cannot be demonstrated by a mechanical system lessskillful in turning and bending its parts (e.g. a dog or just a rigid body), so thecrucial point in the falling cat phenomenon seems to be control by the change ofcon�guration. We present a simple model of systems controlled in such a way,and study orbits in several simplest examples.7.1 ModelA system of mass points, i.e., a mass distribution in Rn, is described by anonnegative measure � in Rn. We restrict ourselves by measures with com-pact support. For example, a system of points x1; : : : ; xk 2 Rn with masses�1; : : : ; �k > 0 is modeled by the atomic measure � = Pki=1 �i�xi , where �xiis the Dirac function concentrated at xi. One can consider points xi free orrestricted by constraints in Rn. More generally, mass can be distributed alongsegments or surfaces of various dimensions. So the state space M of a systemto be considered is a reasonable class of measures in Rn.A controller is supposed to sit in the construction and change its con�gu-ration. The system is conservative, i.e., impulse and angular momentum areconserved. Our goal is to study orbits of systems subject to such constraints.Mathematically, conservation laws of a system come from N�other theoremdue to symmetries of the system. Kinetic energy of our system isL = 12 Z j _xj2 d�; (7.1)95



96 CHAPTER 7. CONTROL OF CONFIGURATIONSin particular, for an atomic measure � =Pki=1 �i�xi ,L = 12 kXi=1 �ij _xij2:By N�other theorem (see e.g. [136]), if the ow of a vector �eld V 2 VecRnpreserves a Lagrangian L, then the system has an integral of the form@ L@ _xV (x) = const :In our case, Lagrangian (7:1) is invariant w.r.t. isometries of the Euclideanspace, i.e., translations and rotations in Rn.Translations in Rn are generated by constant vector �elds:V (x) = a 2 Rn;and our system is subject to the conservation lawsZ h _x; ai d� = const 8 a 2 Rn:That is, Z _x d� = const;i.e., the center of mass of the system moves with a constant velocity (the totalimpulse is preserved). We choose the inertial frame of reference in which thecenter of mass is �xed: Z _x d� = 0:For an atomic measure � =Pki=1 �i�xi , this equality takes the formkXi=1 �ixi = const;which is reduced by a change of coordinates in Rn tokXi=1 �ixi = 0:Now we pass to rotations in Rn. Let a vector �eldV (x) = Ax; x 2 Rn;preserve the Euclidean structure in Rn, i.e., its owetV (x) = etAx



7.1. MODEL 97preserve the scalar product:hetAx; etAyi = hx; yi; x; y 2 Rn:Di�erentiation of this equality at t = 0 yieldshAx; yi + hx;Ayi = 0; x; y 2 Rn;i.e., the matrix A is skew-symmetric:A� = �A:Conversely, if the previous equality holds, then�etA�� = etA� = e�tA = �etA��1 ;i.e., the matrix etA is orthogonal. We proved that the ow etA preserves the Eu-clidean structure in Rn if and only if A� = �A. Similarly to the 3-dimensionalcase considered in Sec. 6.1, the group of orientation-preserving linear orthog-onal transformations of the Euclidean space Rn is denoted by SO(n), and thecorresponding Lie algebra of skew-symmetric transformations in Rn is denotedby so(n). In these notations,etA 2 SO(n), A 2 so(n):Return to derivation of conservation laws for our system of mass points.The Lagrangian L = 12 R j _xj2 d� is invariant w.r.t. rotations in Rn, so N�othertheorem gives integrals of the form@ L@ _xV (x) = Z h _x;Axi d� = const; A 2 so(n):For an atomic measure � =Pki=1 �i�xi , we obtainkXi=1 �ih _xi; Axii = const; A 2 so(n); (7.2)and we restrict ourselves by the simplest case where the constant in the right-hand side is just zero.Summing up, we have the following conservation laws for a system of pointsx1; : : : ; xk 2 Rn with masses �1; : : : ; �k:kXi=1 �ixi = 0; (7.3)kXi=1 �ih _xi; Axii = 0; A 2 so(n): (7.4)



98 CHAPTER 7. CONTROL OF CONFIGURATIONSThe state space is a subset M � Rn� � � � �Rn| {z }k ;and admissible paths are piecewise smooth curves in M that satisfy constraints(7:3), (7:4). The �rst equality (7:3) determines a submanifold in M ; in fact,this equality can obviously be resolved w.r.t. any variable xi, and one can getrid of this constraint by decreasing dimension of M . The second equality (7:4)is a linear constraint for velocities _xi, it determines a distribution on M . So theadmissibility conditions (7:3), (7:4) de�ne a linear in control, thus symmetric,control system onM . Notice that a more general condition (7:2) determines an\a�ne distribution", and control system (7:3), (7:2) is control-a�ne, thus, ingeneral, not symmetric.We consider only the symmetric case (7:3), (7:4). Then orbits coincide withattainable sets. We compute orbits in the following simple situations:(1) Two free points: k = 2,(2) Three free points: k = 3,(3) A broken line with 3 links in R2.7.2 Two free pointsWe have k = 2, and the �rst admissibility condition (7:3) reads�1x1 + �2x2 = 0; x1; x2 2 Rn:We eliminate the second point:x1 = x; x2 = ��1�2x;and exclude collisions of the points: x 6= 0:So the state space of the system isM = Rn n f0g:The second admissibility condition (7:4)�1h _x1; Ax1i + �2h _x2; Ax2i = 0; A 2 so(n);is rewritten as ��1 + �21=�2� h _x;Axi = 0; A 2 so(n);i.e., h _x;Axi = 0; A 2 so(n): (7.5)This equation can easily be analyzed via the following proposition.



7.3. THREE FREE POINTS 99Exercise 7.1. If A 2 so(n), then hAx; xi = 0 for all x 2 Rn. Moreover, forany vector x 2 Rn n f0g, the space fAx j A 2 so(n)g coincides with the wholeorthogonal complement x? = fy 2 Rn j hy; xi = 0g.So restriction (7:5) means that _x ^ x = 0;i.e., velocity of an admissible curve is proportional to the state vector. Thedistribution determined by this condition is one-dimensional, thus integrable.So admissible curves have the formx(t) = �(t)x(0); �(t) > 0:The orbit and admissible set through any point x 2 Rn n f0g is the rayOx = R+x = f�x j � > 0g:The points x1, x2 can move only along a �xed line in Rn, and orientation ofthe system cannot be changed. In order to have a more sophisticated behavior,one should consider more complex systems.7.3 Three free pointsNow k = 3, and we eliminate the third point via the �rst admissibility condi-tion (7:3): x = �1x1; y = �2x2;x3 = � 1�3 (x+ y):In order to exclude the singular con�gurations where the points x1, x2, x3 arecollinear, we assume that the vectors x, y are linearly independent. So the statespace is M = f(x; y) 2 Rn�Rn j x^ y 6= 0g:Introduce the notation �i = 1�i ; i = 1; 2; 3:Then the second admissibility condition (7:4) takes the form:h _x;A((�1 + �3)x + �3y)i + h _y;A((�2 + �3)y + �3x)i = 0; A 2 so(n):It turns out then that admissible velocities _x, _y should belong to the planespan(x; y). This follows by contradiction from the following proposition.Lemma 7.1. Let vectors v; w; �; � 2 Rn satisfy the conditionsv ^ w 6= 0; span(v; w; �; �) 6= span(v; w):Then there exists A 2 so(n) such thathAv; �i + hAw; �i 6= 0:



100 CHAPTER 7. CONTROL OF CONFIGURATIONSProof. First of all, we may assume thathv; wi = 0: (7.6)Indeed, choose a vector bw 2 span(v; w) such that hv; bwi = 0. Then w = bw+ �vand hAv; �i + hAw; �i = hAv; � + ��i+ hA bw; �i;thus we can replace w by bw.Second, we can renormalize vectors v, w and assume thatjvj = jwj = 1: (7.7)Now let � 62 span(v; w), we can assume this since the hypotheses of thelemma are symmetric w.r.t. �, �. Then� = �v + �w + lfor some vector l ? span(v; w):Choose an operator A 2 so(n) such thatAw = 0;A : span(v; l)! span(v; l) is invertible.Then hAv; �i + hAw; �i = hAv; li 6= 0;i.e., the operator A is the required one.This lemma means that for any pair of initial points (x; y) 2M , all admis-sible curves xt and yt are contained in the plane span(x; y) � Rn. So we canreduce our system to such a plane and thus assume that x; y 2 R2.Thus we obtain the following system:h _x;A((�1 + �3)x+ �3y)i + h _y;A((�2 + �3)y + �3x)i = 0; A 2 so(2); (7.8)(x; y) 2M = f(v; w) 2 R2�R2 j v ^w 6= 0g:Consequently, A = const �� 0 1�1 0 � ;i.e., equality (7:8) de�nes one linear equation on velocities, thus a rank 3 dis-tribution on a 4-dimensional manifoldM . Using Exercise 7.1, it is easy to seethat this distribution is spanned by the following 3 linear vector �elds:V1 = ((�1 + �3)x+ �3y) @@ x = � (�1 + �3)x+ �3y0 � = B1� xy � ;V2 = ((�2 + �3)y + �3x) @@ y = � 0�3x+ (�2 + �3)y � = B2� xy � ;V3 = x @@ x + y @@ y = � xy � = Id� xy � ;



7.3. THREE FREE POINTS 101whereB1 = � �1 + �3 �30 0 � ; B2 = � 0 0�3 �2 + �3 � ; Id = � 1 00 1 � :In order to simplify notations, we write here 4-dimensional vectors as 2-dimen-sional columns: e.g.,V1 = � (�1 + �3)x+ �3y0 � = 0BB@ (�1 + �3)x1 + �3y1(�1 + �3)x2 + �3y200 1CCA ;where x = � x1x2 � ; y = � y1y2 � :The rank 3 distribution in question can have only orbits of dimensions 3 or4. In order to �nd out, which of these possibilities are realized, compute the Liebracket: [V1; V2] = [B1; B2]� xy � ;[B1; B2] = �3� �3 �2 + �3�(�1 + �3) ��3 � :It is easy to check thatV1 ^ V2 ^ V3 ^ [V1; V2] 6= 0 , B1 ^B2 ^ Id^[B1; B2] 6= 0:We write 2� 2 matrices as vectors in the standard basis of the space gl(2):� 1 00 0 � ; � 0 10 0 � ; � 0 01 0 � ; � 0 00 1 � ;then det(Id; B1; B2; [B1; B2]) = �������� 1 �1 + �3 0 �30 �3 0 �2 + �30 0 �3 �(�1 + �3)1 0 �2 + �3 ��3 ��������= 2�3(�1�2 + �1�3 + �2�3) > 0:Consequently, the �elds V1; V2; V3; [V1; V2] are linearly independent everywhereon M , i.e., the control system has only 4-dimensional orbits. So the orbitscoincide with connected components of the state space. The manifold M isdecomposed into 2 connected components corresponding to positive or negativeorientation of the frame (x; y):M =M+ [M�;M� = f(x; y) 2 R2�R2 j det(x; y) ? 0g:



102 CHAPTER 7. CONTROL OF CONFIGURATIONSSo the system on M has 2 orbits, thus 2 attainable sets: M+ and M�. Givenany pair of linearly independent vectors (x; y) 2 R2 � R2, we can reach anyother nonsingular con�guration (~x; ~y) 2 R2�R2 with ~x; ~y 2 span(x; y) and theframe (~x; ~y) oriented in the same way as (x; y).Returning to the initial problem for 3 points x1; x2; x3 2 Rn: the 2-dimensi-onal linear plane of the triangle (x1; x2; x3) should be preserved, as well as ori-entation and center of mass of the triangle. Except this, the triangle (x1; x2; x3)can be rotated, deformed or dilated as we wish.Con�gurations of 3 points that de�ne distinct 2-dimensional planes (or de-�ne distinct orientations in the same 2-dimensional plane) are not mutuallyreachable: attainable sets from these con�gurations do not intersect one withanother. Although, if two con�gurations de�ne 2-dimensional planes having acommon line, then intersection of closures of attainable sets from these con�g-urations is nonempty: it consists of collinear triples lying in the common line.Theoretically, one can imagine a motion that steers one con�guration into an-other: �rst the 3 points are made collinear in the initial 2-dimensional plane,and then this collinear con�guration is steered to the �nal one in the terminal2-dimensional plane.7.4 Broken lineConsider a system of 4 mass points placed at vertices of a broken line of 3segments in a 2-dimensional plane. We study the most symmetric case, whereall masses are equal to 1 and lengths of all segments are also equal to 1, see�g. 7.1.
x0 x1 x2x3
Figure 7.1: Broken lineThe holonomic constraints for the pointsx0; x1; x2; x3 2 R2 = C



7.4. BROKEN LINE 103have the form 3Xj=0xj = 0; jxj � xj�1j = 1; j = 1; 2; 3: (7.9)Thus xj � xj�1 = ei�j ; �j 2 S1; j = 1; 2; 3:Position of the system is determined by the 3-tuple of angles (�1; �2; �3), so thestate space is the 3-dimensional torus:M = S1 � S1 � S1 = T3 = f(�1; �2; �3) j �j 2 S1; j = 1; 2; 3g:The nonholonomic constraints on velocities reduce to the equality3Xj=0hixj; _xji = 0:In order to express this equality in terms of the coordinates �j , denote �rstyj = xj � xj�1; j = 1; 2; 3:Taking into account the conditionP3j=0 xj = 0, we obtain:x0 = �3y14 � y22 � y34 ;x1 = y14 � y22 � y34 ;x2 = y14 + y22 � y34 ;x3 = y14 + y22 + 3y34 :Now compute the di�erential form:! = 3Xj=0hixj ; dxji = hi ((3=4)y1 + (1=2)y2 + (1=4)y3) ; dy1i+ hi ((1=2)y1 + y2 + (1=2)y3) ; dy2i+ hi ((1=4)y1 + (1=2)y2 + (3=4)y3) ; dy3i :Since hiyj ; dyki = hei�j ; ei�kd�ki = cos(�j � �k)d�k, we have! = ((3=4) + (1=2) cos(�2 � �1) + (1=4) cos(�3 � �1)) d�1+ ((1=2) cos(�1 � �2) + 1 + (1=2) cos(�3 � �2)) d�2+ ((1=4) cos(�1 � �3) + (1=2) cos(�2 � �3) + 3=4)d�3:



104 CHAPTER 7. CONTROL OF CONFIGURATIONSConsequently, the system under consideration is the rank 2 distribution � =Ker ! on the 3-dimensional manifold M = T3. The orbits can be 2- or 3-dimensional. To distinguish these cases, we can proceed as before: �nd a vector�eld basis and compute Lie brackets. But now we study integrability of � in adual way, via techniques of di�erential forms.Assume that the distribution � has a 2-dimensional integral manifold N �M . Then !jN = 0;consequently, 0 = d (!jN ) = (d!)jN ;thus 0 = d!qj�q = d!qjKer!q ; q 2 N:In terms of exterior product of di�erential forms,(! ^ d!)q = 0; q 2 N:We compute the di�erential and exterior product:d! = sin(�2 � �1)d�1 ^ d�2 + sin(�3 � �2)d�2 ^ d�3 + 12 sin(�3 � �1)d�1 ^ �3;! ^ d! = 12(sin(�2 � �1) + sin(�3 � �2))d�1 ^ d�2 ^ d�3:Thus ! ^ d! = 0 if and only ifsin(�2 � �1) + sin(�3 � �2) = 0;i.e., �3 = �1 (7.10)or (�1 � �2) + (�3 � �2) = �; (7.11)see �gs. 7.2, 7.3.Con�gurations (7:10) and (7:11) are hard to control: if neither of theseequalities is satis�ed, then ! ^ d! 6= 0, i.e., the system has 3-dimensional orbitsthrough such points. If we choose basis vector �elds X1, X2 of the distribution�, then already the �rst bracket [X1; X2] is linearly independent of X1, X2 atpoints where both equalities (7:10), (7:11) are violated.Now it remains to study integrability of � at points of surfaces (7:10), (7:11).Here [X1; X2](q) 2 �q, but we may obtain nonintegrability of � via brackets ofhigher order.Consider �rst the two-dimensional surfaceP = f�3 = �1g:



7.4. BROKEN LINE 105
Figure 7.2: Hard to control con-�guration: �1 = �2 Figure 7.3: Hard to control con-�guration: (�1��2)+(�3��2) = �If the orbit through a point q 2 P is two-dimensional, then the distribution �should be tangent to P in the neighborhood of q. But it is easy to see that �is everywhere transversal to P : e.g.,TqP 3 @@ �2 ����q =2 �q; q 2 P:So the system has 3-dimensional orbits through any point of P .In the same way one can see that the orbits through points of the secondsurface (7:11) are 3-dimensional as well.The state space M is connected, thus there is the only orbit (and attainableset) | the whole manifoldM . The system is completely controllable.
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Chapter 8Attainable setsIn this chapter we study general properties of attainable sets. We considerfamilies of vector �elds F on a smooth manifoldM that satisfy the propertyLieq F = TqM 8 q 2M: (8.1)In this case the system F is called bracket-generating , or full-rank . By the ana-lytic version of the Orbit Theorem (Corollary 5.3), orbits of a bracket-generatingsystem are open subsets of the state space M .If a family F � VecM is not bracket-generating, and M and F are realanalytic, we can pass from F to a bracket-generating family FjO , where O isan orbit of F . Thus in the analytic case requirement (8:1) is not restrictive inessence.8.1 Attainable sets of full-rank systemsFor bracket-generating systems both orbits and attainable sets are full-dimen-sional. Moreover, there holds the following important statement.Theorem 8.1 (Krener). If F � VecM is a bracket-generating system, thenAq0 � intAq0 for any q0 2M .Remark. In particular, attainable sets for arbitrary time have nonempty inte-rior: intAq0 6= ;:Attainable sets may be:� open sets, �g. 8.1,� manifolds with smooth boundary, �g. 8.2,� manifolds with boundary having singularities (corner or cuspidal points),�g. 8.3, 8.4. 107



108 CHAPTER 8. ATTAINABLE SETS
MAq0 q0 MAq0 q0Figure 8.1: Orbit an open set Figure 8.2: Orbit a manifold withsmooth boundary
MAq0q0 MAq0q0Figure 8.3: Orbit a manifold withnonsmooth boundary Figure 8.4: Orbit a manifold withnonsmooth boundary



8.1. FULL-RANK SYSTEMS 109One can easily construct control systems (e.g. in the plane) that realize thesepossibilities.On the other hand, Krener's theorem prohibits an attainable set Aq0 of abracket-generating family to be:� a lower-dimensional subset of M , �g. 8.5,� a set where boundary points are isolated from interior points, �g. 8.6.M MFigure 8.5: Prohibited orbit: sub-set of non-full dimension Figure 8.6: Prohibited orbit: sub-set with isolated boundary pointsNow we prove Krener's theorem.Proof. Fix an arbitrary point q0 2M and take a point q0 2 Aq0 . We show thatq0 2 intAq0 : (8.2)(1) There exists a vector �eld f1 2 F such that f1(q0) 6= 0, otherwise Lieq0(F) =0 and dimM = 0. The curves1 7! q0 � es1f1 ; s1 2 (0; "); (8.3)is a 1-dimensional submanifold of M for small enough " > 0.If dimM = 1, then q0 � es1f1 2 intAq0 for su�ciently small s1 > 0, andinclusion (8:2) follows.(2) Assume that dimM > 1. Then arbitrarily close to q0 we can �nd a point q1on curve (8:3) and a �eld f2 2 F such that the vector f2(q1) is not tangent tocurve (8:3): q1 = q0 � et11f1 ; t11 su�ciently small;(q1 � f1) ^ (q1 � f2) 6= 0;otherwise dimLieq F = 1 for q on curve (8:3) with small s1. Then the mapping(s1; s2) 7! q1 � es1f1 � es2f2 ; s1 > 0; s2 > 0; (8.4)



110 CHAPTER 8. ATTAINABLE SETSis an immersion in a small neighborhood of the origin in R2s1;s2 , thus its imageis a 2-dimensional submanifold of M .If dimM = 2, inclusion (8:2) is proved.(3) Assume that dimM > 2. We can �nd a vector f3(q), f3 2 F , not tangent tosurface (8:4) su�ciently close to q0: there exist t12; t22 > 0 and f3 2 F such thatthe vector �eld f3 is not tangent to surface (8:4) at a point q2 = q0 � et12f1 � et22f2 .Otherwise the family F is not bracket-generating.The mapping (s1; s2; s3) 7! q2 � es1f1 � es2f2 � es3f3 ; si > 0;is an immersion in a small neighborhood of the origin in R3s1;s2;s3 , thus its imageis a smooth 3-dimensional submanifold of M .If dimM = 3, inclusion (8:2) follows. Otherwise we continue this procedure.(4) For dimM = n, inductively, we �nd a point(t1n�1; t2n�1; : : : ; tn�1n�1) 2 Rn�1; tin�1 > 0and �elds f1; : : : ; fn 2 F such that such that the mapping(s1; : : : ; sn) 7! qn�1 � es1f1 � � � � � esnfn ; si > 0;qn�1 = q0 � et1n�1f1 � et2n�1f2 � � � � � etn�1n�1fn�1 ;is an immersion. The image of this immersion is an n-dimensional submanifoldof M , thus an open set. This open set is contained in Aq0 and can be chosenas close to the point q0 as we wish. Inclusion (8:2) is proved, and the theoremfollows.We obtain the following proposition from Krener's theorem.Corollary 8.1. Let F � VecM be a bracket-generating system. If Aq0(F) =Mfor some q0 2M , then Aq0 (F) =M .Proof. Take an arbitrary point q 2M . We show that q 2 Aq0 (F).Consider the system�F = f�V j V 2 Fg � VecM:This system is bracket-generating, thus by Theorem 8.1Aq(�F) � intAq(�F) 8q 2M:Take any point bq 2 intAq(�F) and a neighborhood of this point Obq � Aq(�F):Since Aq0(F) is dense in M , thenAq0 (F) \Obq 6= ;:



8.2. COMPATIBLE VECTOR FIELDS AND RELAXATIONS 111That is why Aq0 (F) \Aq(�F) 6= ;, i.e., there exists a pointq0 2 Aq0 (F) \Aq(�F):In other words, the point q0 can be represented as follows:q0 = q0 � et1f1 � � � � � etkfk ; fi 2 F ; ti > 0;q0 = q � e�s1g1 � � � � � e�slgl ; gi 2 F ; si > 0:We multiply both decompositions from the right by eslgl � � � � � es1g1 and obtainq = q0 � et1f1 � � � � � etkfk � eslgl � � � � � es1g1 2 Aq0(F);q.e.d.The sense of the previous proposition is that in the study of controllability,we can replace the attainable set of a bracket-generating system by its closure.In the following section we show how one can add new vector �elds to a systemwithout change of the closure of its attainable set.8.2 Compatible vector �elds and relaxationsDe�nition 8.1. A vector �eld f 2 VecM is called compatible with a systemF � VecM if Aq(F [ f) � Aq(F) 8q 2M:Easy compatibility condition is given by the following statement.Proposition 8.1. Let F � VecM . For any vector �elds f1; f2 2 F , and anyfunctions a1; a2 2 C1(M ), a1; a2 � 0, the vector �eld a1f1+ a2f2 is compatiblewith F .In view of Corollary 5.2, the following proposition holds.Corollary 8.2. If F � VecM is a bracket-generating system such that thepositive convex cone generated by Fcone(F) = ( kXi=1 aifi j fi 2 F ; ai 2 C1(M ); ai � 0; k 2 N) � VecMis symmetric, then F is completely controllable.Proposition 8.1 is a corollary of the following general and strong statement.Theorem 8.2. Let X� ; Y� , � 2 [0; t1], be nonautonomous vector �elds with acommon compact support. Let 0 � �(� ) � 1 be a measurable function. Thenthere exists a sequence of nonautonomous vector �elds Zn� 2 fX� ; Y�g, i.e.,Zn� = X� or Y� for any � and n, such that the ow�!exp Z t0 Zn� d� ! �!exp Z t0 (�(� )X� + (1� �(� ))Y� ) d�; n!1;



112 CHAPTER 8. ATTAINABLE SETSuniformly w.r.t. (t; q) 2 [0; t1] �M and uniformly with all derivatives w.r.t.q 2M .Now Proposition 8.1 follows. In the case a1(q)+a2(q) = 1 it is a corollary ofTheorem 8.2. Indeed, it is easy to show that the curves q(t) = q0 � et(a1f1+a2f2)and q0� �!exp R t0 (�1(� )f1 + �2(� )f2) d� , �i(t) = ai(q(t)), coincide one withanother (hint: prove that the curve q0 � et(a1f1+a2f2)�  �exp R t0 (��1(� )f1 ��2(� )f2) d� is constant). For the case a1(q); a2(q) > 0 we generalize by mul-tiplication of control parameters by arbitrary positive function (this does notchange attainable set for all nonnegative times), and the case a1(q); a2(q) � 0is obtained by passage to limit. X�Y� Zn�
Figure 8.7: Approximation of ow, Th. 8.2Remark. If the �elds X� , Y� are piecewise continuous w.r.t. � , then the approx-imating �elds Zn� in Theorem 8.2 can be chosen piecewise constant.Theorem 8.2 follows from the next two lemmas.Lemma 8.1. Under conditions of Theorem 8:2, there exists a sequence of non-autonomous vector �elds Zn� 2 fX� ; Y�g such thatZ t0 Zn� d� ! Z t0 (�(� )X� + (1� �(� ))Y� ) d�uniformly w.r.t. (t; q) 2 [0; t1] �M and uniformly with all derivatives w.r.t.q 2M .Proof. Fix an arbitrary positive integer n. We can choose a covering of thesegment [0; t1] by subsets N[i=1Ei = [0; t1]



8.2. COMPATIBLE VECTOR FIELDS AND RELAXATIONS 113such that8i = 1; : : : ; N 9Xi; Yi 2 VecM s.t. kX� �Xikn;K � 1n; kY� �Yikn;K � 1n;where K is the compact support of X� , Y� . Indeed, the �elds X� , Y� arebounded in the norm k � kn+1;K , thus they form a precompact set in the topologyinduced by k � kn;K .Then divide Ei into n subsets of equal measure:Ei = n[j=1Eij; jEijj = 1n jEij; i; j = 1; : : : ; n:In each Eij pick a subset Fij so thatFij � Eij; jFijj = ZEij �(� ) d�:Finally, de�ne the following vector �eld:Zn� = � X� ; � 2 Fij;Y� ; � 2 Eij nFij:Then the sequence of vector �elds Zn� is the required one.Now we prove the second part of Theorem 8.2.Lemma 8.2. Let Zn� , n = 1; 2; : : : , and Z� , � 2 [0; t1], be nonautonomousvector �elds on M , bounded w.r.t. � , and let these vector �elds have a compactsupport. If Z t0 Zn� d� ! Z t0 Z� d�; n!1;then �!exp Z t0 Zn� d� ! �!exp Z t0 Z� d�; n!1;the both convergences being uniform w.r.t. (t; q) 2 [0; t1]�M and uniform withall derivatives w.r.t. q 2M .Proof. (1) First we prove the statement for the case Z� = 0. Denote the owPnt = �!exp Z t0 Zn� d�:Then Pnt = Id+ Z t0 Pn� � Zn� d�



114 CHAPTER 8. ATTAINABLE SETSintegrating by parts= Id+Pnt � Z t0 Zn� d� � Z t0 �Pn� � Zn� � Z �0 Z�� d�� d�:Since Z t0 Zn� d� ! 0, the last two terms above tend to zero, thusPnt ! Id;and the statement of the lemma in the case Z� = 0 is proved.(2) Now we consider the general case. Decompose vector �elds in the sequenceas follows: Zn� = Z� + V n� ; Z t0 V n� d� ! 0; n!1:Denote Pnt = �!exp Z t0 V n� d� . From the variations formula, we have�!exp Z t0 Zn� d� = �!exp Z t0 (V n� + Z� ) d� = �!exp Z t0 AdPn� Z� d� � Pnt :Since Pnt ! Id by part (1) of this proof and thus Ad Pnt ! Id, we obtain therequired convergence: �!exp Z t0 Zn� d� ! �!exp Z t0 Z� d�:So we proved Theorem 8.2 and thus Proposition 8.1.8.3 Poisson stabilityDe�nition 8.2. Let f 2 VecM be a complete vector �eld. A point q 2 M iscalled Poisson stable for f if for any t > 0 and any neighborhood Oq of q thereexists a point q0 2 Oq and a time t0 > t such that q0 � et0f 2 Oq.In other words, all trajectories cannot leave a neighborhood of a Poisson sta-ble point forever, some of them must return to this neighborhood for arbitrarilylarge times.Remark. If a trajectory q � etf is periodic, then q is Poisson stable for f .De�nition 8.3. A complete vector �eld f 2 VecM is Poisson stable if allpoints of M are Poisson stable for f .



8.3. POISSON STABILITY 115The condition of Poisson stability seems to be rather restrictive, but never-theless there are surprisingly many Poisson stable vector �elds in applications,see Poincar�e's theorem below.But �rst we prove a consequence of Poisson stability for controllability.Proposition 8.2. Let F � VecM be a bracket-generating system. If a vector�eld f 2 F is Poisson stable, then the �eld �f is compatible with F .Proof. Choose an arbitrary point q0 2M and a moment of time t > 0. To provethe statement, we should approximate the point q0 � e�tf by reachable points.Since F is bracket-generating, we can choose an open set W � intAq0(F)arbitrarily close to q0. Then the set W � e�tf is close enough to q0 � e�tf .By Poisson stability, there exists t0 > t such that; 6= �W � e�tf � � et0f \W � e�tf =W � e(t0�t)f \W � e�tf :But W � e(t0�t)f � Aq0 (F), thusAq0 (F) \W � e�tf 6= ;:So in any neighborhood of q0�e�tf there are points of the attainable set Aq0 (F),i.e., q0 � e�tf 2 Aq0 (F).Theorem 8.3 (Poincar�e). Let M be a smooth manifold with a volume formVol. Let a vector �eld f 2 VecM be complete and its ow etf preserve volume.Let W �M , W � intW , be a subset of �nite volume, invariant for f :Vol(W ) <1; W � etf � W 8t > 0:Then all points of W are Poisson stable for f .Proof. Take any point q 2W and any its neighborhood O �M of �nite volume.The set V = W \O contains an open nonempty subset intW \O, thus Vol(V ) >0. In order to prove the theorem, we show thatV � et0f \ V 6= ; for some large t0:Fix any t > 0. Then all setsV � entf ; n = 0; 1; 2; : : : ;have the same positive volume, thus they cannot be disjoint. Indeed, ifV � entf \ V � emtf = ; 8n; m = 0; 1; 2; : : : ;then Vol(W ) = 1 since all these sets are contained in W . Consequently, thereexist nonnegative integers n > m such thatV � entf \ V � emtf 6= ;:



116 CHAPTER 8. ATTAINABLE SETSWe multiply this inequality by e�mtf from the right and obtainV � e(n�m)tf \ V 6= ;:Thus the point q is Poisson stable for f . Since q 2W is arbitrary, the theoremfollows.A vector �eld that preserves volume is called conservative.Recall that a vector �eld on Rn = f(x1; : : : ; xn)g is conservative, i.e., pre-serves the standard volume Vol(V ) = RV dx1 : : : dxn i� it is divergence-free:divx f = nXi=1 @ fi@ xi = 0; f = nXi=1 fi @@ xi :8.4 Controlled rigid body: attainable setsWe apply preceding general results on controllability to the control system thatgoverns rotations of the rigid body, see (6:20):� _Q_� � = f(Q;�) � g(Q;�); (Q;�) 2 SO(3)�R3; (8.5)f = � Qb���� �� � ; g = � 0l � :By Proposition 8.1, the vector �eld f = 12 (f + g) + 12 (f � g) is compatible withsystem (8:5). We show now that this �eld is Poisson stable on SO(3)�R3.Consider �rst the vector �eld f(Q;�) on the larger space R9Q�R3�, where R9Qis the space of all 3�3 matrices. Since div(Q;�) f = 0, the �eld f is conservativeon R9Q�R3�.Further, since the �rst component of the �eld f is linear in Q, it has thefollowing left-invariant property in Q:etf � Q� � = � Qt�t � ) etf � PQ� � = � PQt�t � ; (8.6)Q; Qt; P 2 R9Q; �; �t 2 R3�:In view of this property, the �eld f has compact invariant sets in R9Q �R3� ofthe formW = (SO(3)K) � f (�; �) � C g; K b R9Q; K � intK; C > 0;so that W � intW . By Poincar�e's theorem, the �eld f is Poisson stable on allsuch sets W , thus on R9Q � R3�. In view of the invariance property (8:6), the�eld f is Poisson stable on SO(3)�R3.



8.4. CONTROLLED RIGID BODY: ATTAINABLE SETS 117Since f is compatible with (8:5), then �f is also compatible. The vector�elds �g = (f � g)� f are compatible with (8:5) as well. So all vector �elds ofthe symmetric systemspan(f; g) = faf + bg j a; b 2 C1gare compatible with the initial system. Thus closures of attainable sets of theinitial system (8:5) and the extended system span(f; g) coincide one with an-other.Let the initial system be bracket-generating. Then the symmetric systemspan(f; g) is bracket-generating as well, thus completely controllable. Hence theinitial system (8:5) is completely controllable in the bracket-generating case.In the non-bracket-generating cases, the structure of attainable sets is morecomplicated. If l is a principal axis of inertia, then the orbits of system (8:5)coincide with attainable sets. If l 2 �� n Re2, they do not coincide. Thisis easy to see from the phase portrait of the vector �eld f(�) = � � �� in theplane ��: the line Re2 consists of equilibria of f , and in the half-planes ��nRe2trajectories of f are semicircles centered at the origin, see �g. 8.8.
�� Re2fFigure 8.8: Phase portrait of f j�� in the case l 2 �� nRe2The �eld f is not Poisson stable in the planes ��. The case l 2 �� nRe2di�ers from the bracket-generating case since the vector �eld f preserves volumein R3, but not in ��.A detailed analysis of the controllability problem in the non-bracket-genera-ting cases was performed in [66].



118 CHAPTER 8. ATTAINABLE SETS



Chapter 9Feedback and stateequivalence of controlsystems9.1 Feedback equivalenceConsider control systems of the form_q = f(q; u); q 2M; u 2 U: (9.1)We suppose that not only M , but also U is a smooth manifold. For the right-hand side, we suppose that for all �xed u 2 U , f(q; u) is a smooth vector �eldon M , and, moreover, the mapping(u; q) 7! f(q; u)is smooth. Admissible controls are measurable locally bounded mappingst 7! u(t) 2 U(for simplicity, one can consider piecewise continuous controls). If such a controlu(t) is substituted to control system (9:1), one obtains a nonautonomous ODE_q = f(q; u(t)); (9.2)with the right-hand side smooth in q and measurable, locally bounded in t.For such ODEs, there holds a standard theorem on existence and uniqueness ofsolutions, at least local. Solutions q(�) to ODEs (9:2) are Lipschitzian curvesin M (see Subsection 2.4.1).In Section 5.7 we already considered state transformations of control systems,i.e., di�eomorphisms of M . State transformations map trajectories of control119



120 CHAPTER 9. FEEDBACK AND STATE EQUIVALENCEsystems to trajectories, with the same control. Now we introduce a new classof feedback transformations, which also map trajectories to trajectories, butpossibly with a new control.Denote the space of new control parameters by bU . We assume that it is asmooth manifold.De�nition 9.1. Let ' : M � bU ! U be a smooth mapping. A transformationof the form f(q; u) 7! f(q; '(q; bu)); q 2M; u 2 U; bu 2 bU;is called a feedback transformation.Remark. A feedback transformation reparametrizes control u in a way depend-ing on q.It is easy to see that any admissible trajectory q(�) of the system _q =f(q; '(q; bu)) corresponding to a control bu(�) is also admissible for the system_q = f(q; u) with the control u(�) = '(q(�); bu(�)), but, in general, not vice versa.In order to consider feedback equivalence, we consider invertible feedbacktransformations with bU = U; 'jq�U 2 Di� U:Such mappings ' : M � U ! U generate feedback transformationsf(q; u) 7! f(q; '(q; u)):The corresponding control systems_q = f(q; u) and _q = f(q; '(q; u))are called feedback equivalent .Our aim is to simplify control systems with state and feedback transforma-tions.Remark. In mathematical physics, feedback transformations are often calledgauge transformations.Consider control-a�ne systems_q = f(q) + kXi=1 uigi(q); u = (u1; : : : ; uk) 2 Rk; q 2M: (9.3)To such systems, it is natural to apply control-a�ne feedback transformations:' = ('1; : : : ; 'k) : M �Rk! Rk;'i(q; u) = ci(q) + kXj=1 dij(q)uj ; i = 1; : : : ; k: (9.4)Our aim is to characterize control-a�ne systems (9:3) which are locally equi-valent to linear controllable systems w.r.t. state and feedback transforma-tions (9:4) and to classify them w.r.t. this class of transformations.



9.2. LINEAR SYSTEMS 1219.2 Linear systemsFirst we consider linear controllable systems_x = Ax+ kXi=1 uibi; x 2 Rn; u = (u1; : : : ; uk) 2 Rk; (9.5)where A is an n� n matrix and bi, i = 1; : : : ; k, are vectors in Rn. We assumethat the vectors b1; : : : ; bk are linearly independent:dimspan(b1; : : : ; bk) = k:If this is not the case, we eliminate some bi's. We �nd normal forms of linearsystems w.r.t. linear state and feedback transformations.To linear systems (9:5) we apply feedback transformations which have theform (9:4) and, moreover, preserve the linear structure:ci(x) = hci; xi; ci 2 Rn�; i = 1; : : : ; k;dij(x) = dij 2 R; i; j = 1; : : : ; k: (9.6)Denote by D : span(b1; : : : ; bk)! span(b1; : : : ; bk) the linear operator with thematrix (dij) in the base b1; : : : ; bk. Linear feedback transformations (9:4), (9:6)map the vector �elds in the right-hand side of the linear system (9:5) as follows:(Ax; b1; : : : ; bk) 7!  Ax+ kXi=1hci; xibi; Db1; : : : ; Dbk! : (9.7)Such mapping should be invertible, so we assume that the operator D (or,equivalently, its matrix (dij)) is invertible.Linear state transformations act on linear systems as follows:(Ax; b1; : : : ; bk) 7! �CAC�1x;Cb1; : : : ; Cbk� ; (9.8)where C : Rn! Rn is an invertible linear operator. State equivalence of linearsystems means that these systems have the same coordinate representation insuitably chosen bases in the state space Rn.9.2.1 Linear systems with scalar controlConsider a simple model linear control system | scalar high-order control:x(n) + n�1Xi=0 �ix(i) = u; u 2 R; x 2 R; (9.9)where �0; : : : ; �n�1 2 R. We rewrite this system in the standard form in thevariables xi = x(i�1), i = 1; : : : ; n:8>>><>>>: _x1 = x2;� � �_xn�1 = xn;_xn = �Pn�1i=0 �ixi+1 + u; u 2 R; x = (x1; : : : ; xn) 2 Rn: (9.10)



122 CHAPTER 9. FEEDBACK AND STATE EQUIVALENCEIt is easy to see that if we take �Pn�1i=1 �ixi+1 + u as a new control, i.e., applythe feedback transformation (9:4), (9:6) withk = 1; c = (��0; : : : ;��n�1); d = 1;then system (9:10) maps into the system8>>><>>>: _x1 = x2;� � �_xn�1 = xn;_xn = u; u 2 R; x = (x1; : : : ; xn) 2 Rn; (9.11)which is written in the scalar form asx(n) = u; u 2 R; x 2 R: (9.12)So system (9:10) is feedback equivalent to system (9:11).It turns out that the simple systems (9:10) and (9:11) are normal forms oflinear controllable systems with scalar control under state transformations andstate-feedback transformations respectively.Proposition 9.1. Any linear controllable system with scalar control_x = Ax+ ub; u 2 R; x 2 Rn; (9.13)span(b; Ab; : : : ; An�1b) = Rn; (9.14)is state equivalent to a system of the form (9:10), thus state-feedback equivalentto system (9:11).Proof. We �nd a basis e1; : : : ; en in Rn in which system (9:13) is written in theform (9:10). Coordinates y1; : : : ; yn of a point x 2 Rn in a basis e1; : : : ; en arefound from the decomposition x = nXi=1 yiei:In view of the desired form (9:10), the vector b should have coordinates b =(0; : : : ; 0; 1)�, thus the n-th basis vector is uniquely determined:en = b:Now we �nd the rest basis vectors e1; : : : ; en�1. We can rewrite our linearsystem (9:13) as follows: _x = Ax mod Rb;then we obtain in coordinates:_x = nXi=1 _yiei = nXi=1 yiAei mod Rb;



9.2. LINEAR SYSTEMS 123thus n�1Xi=1 _yiei = n�1Xi=0 yi+1Aei+1 mod Rb:The required di�erential equations:_yi = yi+1; i = 1; : : : ; n� 1;are ful�lled in a basis e1; : : : ; en if and only if the following equalities hold:Aei+1 = ei + �ib; i = 1; : : : ; n� 1; (9.15)Ae1 = �0b (9.16)for some numbers �0; : : : ; �n�1 2 R.So it remains to show that we can �nd basis vectors e1; : : : ; en�1 whichsatisfy equalities (9:15), (9:16). We rewrite equality (9:15) in the formei = Aei+1 � �ib; i = 1; : : : ; n� 1; (9.17)and obtain recursively:en = b;en�1 = Ab� �n�1b;en�2 = A2b� �n�1Ab� �n�2b;� � �e1 = An�1b� �n�1An�2b� � � � � �1b: (9.18)So equality (9:16) yieldsAe1 = Anb� �n�1An�1b� � � � � �1Ab = �0b:The equality Anb = n�1Xi=0 �iAib (9.19)is satis�ed for a unique n-tuple (�0; : : : ; �n�1) since the vectors b; Ab; : : : ; An�1bform a basis of Rn (in fact, �i are coe�cients of the characteristic polynomialof A).With these numbers �i, the vectors e1; : : : ; en given by (9:18) form the re-quired basis. Indeed, equalities (9:15), (9:16) hold by construction. The vectorse1; : : : ; en are linearly independent by the controllability condition (9:14).Remark. The basis e1; : : : ; en constructed in the previous proof is unique, thusthe state transformation that maps a controllable linear system with scalarcontrol (9:13) to the normal form (9:10) is also unique.



124 CHAPTER 9. FEEDBACK AND STATE EQUIVALENCE9.2.2 Linear systems with vector controlNow consider general controllable linear systems:_x = Ax+ kXi=1 uibi; x 2 Rn; u = (u1; : : : ; uk) 2 Rk; (9.20)spanfAjbi j j = 0; : : : ; n� 1; i = 1; : : : ; kg = Rn: (9.21)Recall that we assume vectors b1; : : : ; bk linearly independent.In the case k = 1, all controllable linear systems in Rn are state-feedbackequivalent to the normal form (9:11), thus there are no state-feedback invariantsin a given dimension n. If k > 1, this is not the case, and we start fromdescription of state-feedback invariants.Kronecker indicesConsider the following subspaces in Rn:Dm = spanfAjbi j j = 0; : : : ;m � 1; i = 1; : : : ; kg; m = 1; : : : ; n: (9.22)Invertible linear state transformations (9:8) preserve dimension of these sub-spaces, thus the numbers dimDm; m = 1; : : : ; n;are state invariants.Now we show that invertible linear feedback transformations (9:7) preservethe spaces Dm. Any such transformation can be decomposed into two feedbacktransformations of the form:(Ax; b1; : : : ; bk) 7! (Ax+ kXi=1hci; xibi; b1; : : : ; bk); (9.23)(Ax; b1; : : : ; bk) 7! (Ax;Db1; : : : ; Dbk): (9.24)Transformations (9:24), i.e., changes of bi, obviously preserve the spaces Dm.Consider transformations (9:23). Denote the new matrix:bAx = Ax+ kXi=1hci; xibi:We have: bAjx = Ajx mod Dj ; j = 1; : : : ; n� 1:But Dm�1 � Dm , m = 2; : : : ; n, thus feedback transformations (9:23) preservethe spaces Dm, m = 1; : : : ; n.So the spaces Dm, m = 1; : : : ; n, are invariant under feedback transforma-tions, and their dimensions are state-feedback invariants.



9.2. LINEAR SYSTEMS 125Now we express the numbers dimDm, m = 1; : : : ; n, through other integers| Kronecker indices. Construct the following n� k matrix whose elements aren-dimensional vectors: 0BBB@ b1 � � � bkAb1 � � � Abk... ... ...An�1b1 � � � An�1bk 1CCCA : (9.25)Replace each vector Ajbi, j = 0; : : : ; n � 1, i = 1; : : : ; k, in this matrix by asign: cross � or circle �, by the following rule. We go in matrix (9:25) by rows,i.e., order its elements as follows:b1; : : : ; bk; Ab1; : : : ; Abk; : : : ; An�1b1; : : : ; An�1bk: (9.26)A vector Ajbi in matrix (9:25) is replaced by � if it is linearly independent ofthe previous vectors in chain (9:26), otherwise it is replaced by �. After thisprocedure we obtain a matrix of the form:� = 0BBBBB@ � � � � � � � �� � � � � � � �� � � � � � � �... ... ... ... ... ...� � � � � � � � 1CCCCCA :Notice that there are some restrictions on appearance of crosses and circles inmatrix �. The total number of crosses in this matrix is n (by the controllabilitycondition (9:21)), and the �rst row is �lled only with crosses (since b1; : : : ; bkare linearly independent). Further, if a column of � contains a circle, then allelements below it are circles as well. Indeed, if a vector Ajbi in (9:25) is replacedby circle in �, thenAjbi 2 spanfAjb j  < ig+ spanfA�b j � < j;  = 1; : : : ; kg:Then the similar inclusions hold for all vectors Aj+1bi; : : : ; An�1bi, i.e., belowcircles are only circles. So each column in the matrix � consists of a column ofcrosses over a column of circles (the column of circles can be absent).Denote by n1 the height of the highest column of crosses in the matrix �, byn2 the height of the next highest column of crosses, : : : , and by nk the heightof the lowest column of crosses in �. The positive integers obtained:n1 � n2 � � � � � nkare called Kronecker indices of the linear control system (9:20). Since the totalnumber of crosses in matrix � is equal to dimension of the state space, thenkXi=1 ni = n:



126 CHAPTER 9. FEEDBACK AND STATE EQUIVALENCEMoreover, by the construction, we havespan(b1; Ab1; : : : ; An1�1b1; : : : ; bk; Abk; : : : ; Ank�1bk) = Rn: (9.27)Now we show that Kronecker indices ni are expressed through the numbersdimDi. We have:dimD1 = k = number of crosses in the �rst row of �;dimD2 = number of crosses in the �rst 2 rows of �;� � �dimDi = number of crosses in the �rst i rows of �;so that�(i) def= dimDi � dimDi�1 = number of crosses in the i-th row of �:Permute columns in matrix �, so that the �rst column become the highest one,the second column becomes the next highest one, etc. We obtain an n�k-matrixin the \block-triangular" form. This matrix rotated at the angle �=2 gives thesubgraph of the function � : f1; : : : ; ng ! f1; : : : ; kg. It is easy to see that thevalues of the Kronecker indices is equal to the points of jumps of the function�, and the number of Kronecker indices for each value is equal to the height ofthe corresponding jump of �.So Kronecker indices are expressed through dimDi, i = 1; : : : ; k, thus arestate-feedback invariants.Brunovsky normal formNow we �nd normal forms of linear systems under state and state-feedbacktransformations. In particular, we show that Kronecker indices form a completeset of state-feedback invariants of linear systems.Theorem 9.1. Any controllable linear system (9:20), (9:21) with k control pa-rameters is state equivalent to a system of the form8>>>>>><>>>>>>: _y11 = y12;: : :_y1n1�1 = y1n1 ;_y1n1 = � X1�j�k0�i�nj�1�1ijyji+1 + u1; ; : : : ; 8>>>>>><>>>>>>: _yk1 = yk2 ;: : :_yknk�1 = yknk ;_yknk = � X1�j�k0�i�nj�1�kijyji+1 + uk;(9.28)where x = X1�i�k1�j�ni yijeij; (9.29)



9.2. LINEAR SYSTEMS 127and state-feedback equivalent to a system of the form8><>:y(n1)1 = u1;� � �y(nk)k = uk; (9.30)where ni, i = 1; : : : ; k, are Kronecker indices of system (9:20).System (9:30) is called the Brunovsky normal form of the linear system (9:20).We prove Theorem 9.1.Proof. We show �rst that any linear controllable system (9:20) can be written,in a suitable basis in Rn: e11; : : : ; e1n1 ; : : : ; ; ek1; : : : ; eknk (9.31)in the canonical form (9:28).We proceed exactly as in the scalar-input case (Subsection 9.2.1). The re-quired canonical form (9:28) determines uniquely the last basis vectors in all kgroups: e1n1 = b1; : : : ; eknk = bk: (9.32)Denote the space B = span(b1; : : : ; bk). Then our system_x = Ax mod Breads in coordinates as follows:_x = X1�i�k1�j�ni _yijeij = X1�i�k1�j�ni yijAeij mod B:In view of the required equations_yij = yij+1; 1 � i � k; 1 � j < ni;we have X1�i�k1�j<ni yij+1eij = X1�i�k1�j�ni yijAeij mod B;or, equivalently, X1�i�k2�j�ni yijeij�1 = X1�i�k1�j�ni yijAeij mod B:So the following relations should hold for the required basis vectors:Aeij = eij�1 mod B; 1 � i � k; 2 � j � ni; (9.33)Aei1 = 0 mod B; 1 � i � k: (9.34)



128 CHAPTER 9. FEEDBACK AND STATE EQUIVALENCEWe resolve equations (9:33) recursively starting from (9:32), for all i = 1; : : : ; k:eini = bi;eini�1 = Abi � kX=1 �i;ni�1b ;eini�2 = A2bi � kX=1 �i;ni�1Ab � kX=1 �i;ni�2b ;: : :ei1 = Ani�1bi � kX=1 �i;ni�1Ani�2b � � � � � kX=1 �i;1b ;while (9:34) yields Aei1 = kX=1 �i;0bfor some constants �i;j, 1 � i � k, 0 � j � ni, 1 �  � k. We obtain theequation Anibi = kX=1 �i;ni�1Ani�1b + � � �+ kX=1 �i;0b ;which has a unique solution in �i;j in view of (9:27).So we proved that there exists a unique linear state transformation thatmaps a linear controllable system (9:20) to the canonical form (9:28).Choosing new controls� X1�j�k0�i�nj�1�lijyji+1 + ul; l = 1; : : : ; k;we see that each of the k subsystems in (9:28) is feedback equivalent to a systemof the form (9:11), or, equivalently, (9:12). Thus the whole system (9:20) isstate-feedback equivalent to the Brunovsky normal form (9:30).9.3 State-feedback linearizabilityConsider a nonlinear control-a�ne system:_q = f(q) + kXj=1 ujgj(q); u = (u1; : : : ; uk) 2 Rk; q 2M: (9.35)We are interested, when such a system is locally state-feedback equivalent to acontrollable linear system.



9.3. STATE-FEEDBACK LINEARIZABILITY 129De�nition 9.2. System (9:35) is called locally state-feedback equivalent to alinear system (9:20) in a neighborhood of a point q0 2M , if there exist a statetransformation | a di�eomorphism� : Oq0 ! bO � Rnfrom a neighborhood Oq0 of q0 in M onto an open subset bO � Rn, and afeedback transformation ' : Oq0 �Rk! Rk;'(q; u) = 0@ a1(q)� � �ak(q) 1A+D(q)u; (9.36)with an invertible and smooth in q matrixD(q) = (dij(q)); i; j = 1; : : : ; k;such that the state-feedback transformation (�; ') maps system (9:35) restrictedto Oq0 to a linear system (9:20) restricted to bO.We can generalize the construction of the subspaces Dm (9:22) for the caseof nonlinear systems (9:35): consider the families of subspacesDmq = spanf(adf)jgi(q) j j = 0; : : : ;m� 1; i = 1; : : : ; kg � TqM:Notice that, in general, dimDmq 6= const, thus Dm is not a distribution.Observe that for controllable linear systems (9:20), the following propertieshold for the familyDmx � Dm, x 2 Rn:1. dimDmx = const,2. Dnx = TxRn,3. the distributionsDm, m = 1; : : : ; n, are integrable (since they are spannedby the constant vector �elds Ajbi).Before formulating conditions for state-feedback linearizability of nonlinearsystems, which are given in terms of the families Dmq , we prove the followingproperty of these families.Lemma 9.1. If the families Dm, m = 1; : : : ; n, are involutive, then they arefeedback-invariant.Proof. Notice �rst that feedback transformations (9:36) can be decomposed intotransformations of the two kinds:(f; g1; : : : ; gk) 7! (f + ajgj; g1; : : : ; gk); (9.37)(f; g1; : : : ; gk) 7! (f;Dg1; : : : ; Dgk); (9.38)



130 CHAPTER 9. FEEDBACK AND STATE EQUIVALENCEwhere D(q) = (dij(q)), i; j = 1; : : : ; k, is invertible and smooth w.r.t. q. Weprove the lemma by induction on m.Let m = 1. The familyD1 = spanfgi j i = 1; : : : ; kgis obviously preserved by the both transformations (9:37) and (9:38).Induction step: we assume that the statement is proved for m�1 and proveit for m. The family Dm = f[f;X] j X 2 Dm�1g+Dm�1is preserved by transformation (9:38). Consider transformation (9:37). We have[f + ajgj; X] = [f;X]� [X; ajgj] = [f;X]� (Xaj )gj � aj[X; gj]:Further: X 2 Dm�1 ) [f;X] 2 Dm;(Xaj)gj 2 D1 � Dm;X 2 Dm�1; gj 2 D1 � Dm�1 ) [X; gj] 2 Dm�1 � Dm;thus [f + ajgj ; X] 2 Dm 8 X 2 Dm�1:So Dm is preserved by feedback transformation (9:37).Theorem 9.2. System (9:35) is locally state-feedback equivalent to a control-lable linear system (9:20) if and only if:(1) dimDmq , m = 1; : : : ; n, does not depend on q, i.e., Dm are distributions,(2) Dnq = TqM ,(3) the distributions Dm, m = 1; : : : ; n, are involutive.Conditions (1){(3) are necessary for local state-feedback linearizability, seediscussion before Lemma 9.1.We prove su�ciency in Theorem 9.3 below only in the case of scalar controlparameter. For k = 1 we have the system_q = f(q) + ug(q); u 2 R; q 2M; (9.39)and the corresponding families of subspacesDmq = spanf(adf)ig(q) j i = 0; 1; : : : ;m� 1g; m = 1; : : : ; n; q 2M:In this case it happens that involutivity ofDn�1 implies involutivity of Dm withsmaller m.



9.3. STATE-FEEDBACK LINEARIZABILITY 131Theorem 9.3. System (9:39) is locally state-feedback equivalent to a control-lable linear system (9:13) if and only if:(1) Dnq = TqM ,(2) the distribution Dn�1 is involutive.First we prove the following proposition of general interest: integral mani-folds of integrable distributions can be smoothly parametrized.Lemma 9.2. Let � = spanfX1; : : : ; Xkg be an integrable distribution on asmooth n-dimensional manifold M , dim�q = k. Then for any point q0 2 Mthere exist a neighborhood q0 2 Oq0 �M and a smooth vector-function' : Oq0 ! Rn�ksuch that:(1) rank'�q = n� k, q 2 Oq0 , and(2) '�1(y) is an integral manifold of � for any y 2 '(Oq0 ), or, equivalently,(20) ker'�q = �q, q 2 Oq0 .Proof. Complete the vector �elds X1; : : : ; Xk to a basis:spanfY1; : : : ; Yn�k; X1; : : : ; Xkg = VecOq0 ;for a su�ciently small neighborhood q0 2 Oq0 �M . Consider the mapping : (t; s) 7! q0 � et1Y1 � � � � � etn�kYn�k � es1X1 � � � � � eskXk ;t = (t1; : : : ; tn�k) 2 Rn�k; s = (s1; : : : ; sk) 2 Rk:We have @  @ ti ����0 = Yi; i = 1; : : : ; n� k;@  @ si ����0 = Xi; i = 1; : : : ; k;thus  is a local di�eomorphism in a neighborhood of 0 2 Rn.Further, for �xed t = t0, the setf (t0; s) j s 2 Rkgis an integral manifold of �.Finally, locally, by the implicit function theorem, there exists a well-de�nedsmooth mapping ' :  (t; s) 7! t:It is the required vector-function.



132 CHAPTER 9. FEEDBACK AND STATE EQUIVALENCENow we prove Theorem 9.3.Proof. Necessity is already known since for linear controllable systems bothconditions (1), (2) hold, see discussion before Lemma 9.1.To prove su�ciency, we construct coordinates in which our system (9:39) issimpli�ed, and then apply a feedback transformation which maps this systemto the normal form (9:11).Since the distribution Dn�1 is integrable, then by Lemma 9.2 there exists asmooth function '1 : Oq0 ! Rsuch that dq'1 6= 0; hdq'1; Dn�1q i = 0; q 2 Oq0 : (9.40)De�ne the following functions in the neighborhood Oq0 :'2 = f'1 = hd'1; fi;'3 = f'2 = f2'1;� � �'n = f'n�1 = fn�1'1(iterated directional derivatives along the vector �eld f).We claim that the functions '1; : : : ; 'n (which will be the coordinates thatsimplify (9:39)) have the following property:(adf)jg'l = � 0; j + l < n;�(ad f)n�1g'1 6= 0; j + l = n: (9.41)First of all, notice that b = (ad f)n�1g'1��Oq0 6= 0. Indeed, we haveDn�1q = spanfg(q); : : : ; (ad f)n�2g(q)g;TqM = spanfg(q); : : : ; (adf)n�1g(q)g = spanfDn�1q ; (adf)n�1g(q)g;thus the equality (ad f)n�1g'1(q) = 0 is incompatible with properties (9:40).Now we prove (9:41) by induction on l. If l = 1, there is nothing to prove.Assume that equality (9:41) is proved for l � 1 and prove it for l. We have(ad f)jg'l = �(ad f)jg � f�'l�1= �(ad f)jg � f � f � (ad f)jg + f � (ad f)jg�'l�1= ��[f; (ad f)jg] + f � (ad f)jg�'l�1= ��(ad f)j+1g + f � (ad f)jg�'l�1:If j+l � n, then j+l�1 < n, and (ad f)jg'l�1 = 0 by the induction assumption.Thus (ad f)jg'l = �(ad f)j+1g'l�1 for j + l � n;



9.3. STATE-FEEDBACK LINEARIZABILITY 133and equality (9:41) for l follows from this equality for l � 1.So equality (9:41) is proved for all l. Since the vectors g(q); : : : ; (ad f)n�1g(q)span the tangent space TqM for q 2 Oq0 , the mapping� = 0@ '1� � �'n 1A : Oq0 ! Rnis a local di�eomorphism: the di�erentials dq'1; : : : ; dq'n form a basis of T �qMdual to g(q); : : : ; (adf)n�1g(q) 2 TqM .Take � as a coordinate mapping, then coordinates of a point q 2M arexl = 'l(q); l = 1; : : : ; n:Now we write our system _q = f(q)+ug(q) in these coordinates: we di�erentiatexl with respect to this system.dd txl = dd t'l(q(t)) = (f + ug)'l = f'l + ug'l:If l < n, then g'l = 0 by equality (9:41), thusdd txl = f'l = 'l+1 = xl+1; l = 1; : : : ; n� 1:And if l = n, thendd txn = f'n + ug'n = f'n � ub; b = g'n 6= 0:So in coordinates x1; : : : ; xn our system (9:39) takes the form8>>><>>>: _x1 = x2;� � �_xn�1 = xn;_xn = f'n � ub:Now consider the feedback transformationu 7! �f'n � ub :After this transformation the n-th component of our system reads_xn = f'n ���f'n � ub � b = f'n � f'n + u = u;i.e., the whole system takes the required form (9:11).
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Chapter 10Optimal control problem10.1 Problem statementConsider a control system of the form_q = fu(q); q 2M; u 2 U � Rm: (10.1)Here M is, as usual, a smooth manifold, and U an arbitrary subset of Rm. Forthe right-hand side of the control system, we suppose that:q 7! fu(q) is a smooth vector �eld on M for any �xed u 2 U; (10.2)(q; u) 7! fu(q) is a continuous mapping for q 2M , u 2 U , (10.3)and moreover, in any local coordinates on M(q; u) 7! @ fu@ q (q) is a continuous mapping for q 2M , u 2 U . (10.4)Admissible controls are measurable locally bounded mappingsu : t 7! u(t) 2 U:Substitute such a control u = u(t) for control parameter into system (10:1), thenwe obtain a nonautonomous ODE _q = fu(q). By the classical Carath�eodory'sTheorem, for any point q0 2M , the Cauchy problem_q = fu(q); q(0) = q0; (10.5)has a unique solution, see Subsec. 2.4.1. We will often �x the initial point q0and then denote the corresponding solution to problem (10:5) as qu(t).In order to compare admissible controls one with another on a segment [0; t1],introduce a cost functional :J(u) = Z t10 '(qu(t); u(t)) dt (10.6)135



136 CHAPTER 10. OPTIMAL CONTROL PROBLEMwith an integrand ' : M � U ! Rsatisfying the same regularity assumptions as the right-hand side f , see (10:2){(10:4).Take any pair of points q0; q1 2M . We consider the following optimal controlproblem.Problem. Minimize the functional J among all admissible controls u = u(t),t 2 [0; t1], for which the corresponding solution qu(t) of Cauchy problem (10:5)satis�es the boundary condition qu(t1) = q1: (10.7)This problem can also be written as follows:_q = fu(q); q 2M; u 2 U � Rm; (10.8)q(0) = q0; q(t1) = q1; (10.9)J(u) = Z t10 '(q(t); u(t)) dt! min : (10.10)We study two types of problems, with �xed terminal time t1 and free t1. Asolution u of this problem is called an optimal control , and the correspondingcurve qu(t) is an optimal trajectory .So optimal control problem is the minimization problem for J(u) with con-straints on u given by control system and the �xed endpoints conditions (10:5),(10:7). These constraints cannot usually be resolved with respect to u, thussolving optimal control problems requires special techniques.10.2 Reduction to study of attainable setsFix an initial point q0 2 M . Attainable set of control system (10:1) for timet � 0 from q0 with measurable locally bounded controls is de�ned as follows:Aq0 (t) = fqu(t) j u 2 L1([0; t]; U )g :Similarly, one can consider the attainable sets for time not greater than t:Atq0 = [0���tAq0 (� )and for arbitrary nonnegative time:Aq0 = [0��<1Aq0 (� ):It turns out that optimal control problems on the state space M can beessentially reduced to the study of attainable sets of some auxiliary controlsystems on the extended state spacecM = R�M = fbq = (y; q) j y 2 R; q 2Mg:



10.2. REDUCTION TO STUDY OF ATTAINABLE SETS 137Namely, consider the following extended control system on cM :d bqd t = bfu(bq); bq 2 cM; u 2 U; (10.11)with the right-hand sidebfu(bq) = � '(q; u)fu(q) � ; q 2M; u 2 U;where ' is the integrand of the cost functional J , see (10:6). Denote by bqu(t)the solution of the extended system (10:11) with the initial conditionsbqu(0) = � y(0)q(0) � = � 0q0 � :Proposition 10.1. Let q~u(t), t 2 [0; t1], be an optimal trajectory in the prob-lem (10:8){(10:10) with the �xed terminal time t1. Then the correspondingtrajectory bq~u(t) of the extended system (10:11) comes to the boundary of theattainable set of this system: bq~u(t1) 2 @ bA(0;q0)(t1): (10.12)Proof. Solutions bqu(t) of the extended system are expressed through solutionsqu(t) of the original system (10:1) asbqu(t) = � Jt(u)qu(t) � ;where Jt(u) = Z t0 '(qu(� ); u(� )) d�:Thus attainable sets of the extended system (10:11) from the point (0; q0) havethe form bA(0;q0)(t) = f(Jt(u); qu(t)) j u 2 L1([0; t]; U )g :The set bA(0;q0)(t1) should not intersect the rayn(y; q1) 2 cM j y < Jt1(~u)o ;see �g. 10.1.Indeed, suppose that there exists a point(y; q1) 2 bA(0;q0)(t1); y < Jt1(~u):Then the trajectory of the extended system bqu(t) that steers (0; q0) to (y; q1):bqu(0) = � 0q0 � ; bqu(t1) = � yq1 � ;



138 CHAPTER 10. OPTIMAL CONTROL PROBLEM
q0 q1 qy1 y (y1; q1)0 bA(0;q0)(t1)bq~u(t)Figure 10.1: Optimal trajectory q~u(t)gives a trajectory qu(t), qu(0) = q0, qu(t1) = q1, with a smaller value of the costfunctional: Jt1(u) = y < Jt1(~u);a contradiction with optimality of the trajectory q~u(t). The required inclu-sion (10:12) follows.So optimal trajectories (more precisely, their lift to the extended state spacecM ) must come to the boundary of the attainable set bA(0;q0)(t1). In order to�nd optimal trajectories, we �nd those coming to the boundary of bA(0;q0)(t1),and then select optimal among them. The �rst step is much more importantthan the second one, so solving optimal control problems essentially reduces tothe study of dynamics of boundary of attainable sets.10.3 Compactness of attainable setsDue to the reduction of optimal control problems to the study of attainable sets,existence of optimal solutions to these problems is reduced to compactness ofattainable sets.For control system (10:1), su�cient conditions for compactness of the at-tainable sets Aq0 (t) for time t and Atq0 for time not greater than t are given inthe following proposition.Theorem 10.1 (Filippov). Let the space of control parameters U b Rm becompact. Let there exist a compact K b M such that fu(q) = 0 for q =2 K,u 2 U . Moreover, let the velocity setsfU (q) = ffu(q) j u 2 Ug � TqM; q 2M;



10.3. COMPACTNESS OF ATTAINABLE SETS 139be convex. Then the attainable sets Aq0(t) and Atq0 are compact for all q0 2M ,t > 0.Remark. The condition of convexity of the velocity sets fU (q) is natural in viewof Theorem 8.2: the ow of the ODE_q = �(t)fu1(q) + (1� �(t))fu2(q); 0 � �(t) � 1;can be approximated by ows of the systems of the form_q = fv(q); where v(t) 2 fu1(t); u2(t)g:Now we give a sketch of the proof of Theorem 10.1.Proof. Notice �rst of all that all nonautonomous vector �elds fu(q) with admis-sible controls u have a common compact support, thus are complete. Further,under hypotheses of the theorem, velocities fu(q), q 2M , u 2 U , are uniformlybounded, thus all trajectories q(t) of control system (10:1) starting at q0 areLipschitzian with the same Lipschitz constant. Thus the set of admissible tra-jectories is precompact in the topology of uniform convergence. (We can embedthe manifoldM into a Euclidean space RN, then the space of continuous curvesq(t) becomes endowed with the uniform topology of continuous mappings from[0; t1] to RN.) For any sequence qn(t) of admissible trajectories:_qn(t) = fun(qn(t)); 0 � t � t1; qn(0) = q0;there exists a uniformly converging subsequence, we denote it again by qn(t):qn(�)! q(�) in C[0; t1] as n!1:Now we show that q(t) is an admissible trajectory of control system (10:1).Fix a su�ciently small " > 0. Then in local coordinates1" (qn(t+ ")� qn(t)) = 1" Z t+"t fun(qn(� )) d�2 conv [�2[t;t+"] fU (qn(� )) � conv [q2Oq(t)(c")fU (q);where c is the doubled Lipschitz constant of admissible trajectories. Then wepass to the limit n!1 and obtain1" (q(t + ") � q(t)) 2 conv [q2Oq(t)(c")fU (q):Now let "! 0. If t is a point of di�erentiability of q(t), then_q(t) 2 fU (q)since fU (q) is convex.



140 CHAPTER 10. OPTIMAL CONTROL PROBLEMIn order to show that q(t) is an admissible trajectory of control system (10:1),we should �nd a measurable selection u(t) 2 U that generates q(t). We do thisvia the lexicographic order on the set U = f(u1; : : : ; um)g � Rm.The set Vt = fv 2 U j _q(t) = fv(q(t))gis a compact subset of U , thus of Rm. There exists a vector vmin(t) 2 Vtminimal in the sense of lexicographic order. To �nd vmin(t), we minimize the�rst coordinate on Vt:vmin1 = minf v1 j v = (v1; : : : ; vm) 2 Vt g;then minimize the second coordinate on the compact set found at the �rst step:vmin2 = minf v2 j v = (vmin1 ; v2; : : : ; vm) 2 Vt g;etc., vminm = minf vm j v = (vmin1 ; : : : ; vminm�1; vm) 2 Vt g:The control vmin(t) = (vmin1 (t); : : : ; vminm (t)) is measurable, thus q(t) is an ad-missible trajectory of system (10:1) generated by this control.The proof of compactness of the attainable set Aq0(t) is complete. Com-pactness of Atq0 is proved by a slightly modi�ed argument.Remark. In Filippov's theorem, the hypothesis of common compact supportof the vector �elds in the right-hand side is essential to ensure the uniformboundedness of velocities and completeness of vector �elds. On a manifold,su�cient conditions for completeness of a vector �eld cannot be given in terms ofboundedness of the vector �eld and its derivatives: a constant vector �eld is notcomplete on a bounded domain in Rn. Nevertheless, one can prove compactnessof attainable sets for many systems without the assumption of common compactsupport. If for such a system we have a priori bounds on solutions, then we canmultiply its right-hand side by a cut-o� function, and obtain a system withvector �elds having compact support. We can apply Filippov's theorem to thenew system. Since trajectories of the initial and new systems coincide in adomain of interest for us, we obtain a conclusion on compactness of attainablesets for the initial system.For control systems on M = Rn, there exist well-known su�cient conditionsfor completeness of vector �elds: if the right-hand side grows at in�nity notfaster than a linear �eld, i.e.,jfu(x)j � C(1 + jxj); x 2 Rn; u 2 U; (10.13)for some constant C, then the nonautonomous vector �elds fu(x) are complete(here jxj =px21 + � � �+ x2n is the norm of a point x = (x1; : : : ; xn) 2 Rn).



10.4. TIME-OPTIMAL PROBLEM 141These conditions provide an a priori bound for solutions: any solution x(t)of the control system _x = fu(x); x 2 Rn; u 2 U; (10.14)with the right-hand side satisfying (10:13) admits the boundjx(t)j � e2Ct (jx(0)j+ 1) ; t � 0:So Filippov's theorem plus the previous remark imply the following su�cientcondition for compactness of attainable sets for systems in Rn.Corollary 10.1. Let system (10:14) have a compact space of control parametersU b Rm and convex velocity sets fU (x), x 2 Rn. Suppose moreover that theright-hand side of the system satis�es a bound of the form (10:13). Then theattainable sets Ax0(t) and Atx0 are compact for all x0 2 Rn, t > 0.10.4 Time-optimal problemGiven a pair of points q0 2M and q1 2 Aq0 , the time-optimal problem consistsin minimizing the time of motion from q0 to q1 via admissible controls of controlsystem (10:1): minu ft1 j qu(t1) = q1g: (10.15)That is, we consider the optimal control problem described in Sec. 10.1 withthe integrand '(q; u) � 1 and free terminal time t1.Reduction of optimal control problems to the study of attainable sets andFilippov's Theorem yield the following existence result.Corollary 10.2. Under the hypotheses of Theorem 10:1, time-optimal prob-lem (10:1), (10:15) has a solution for any points q0 2M , q1 2 Aq0 .10.5 RelaxationsConsider a control system of the form (10:1) with a compact set of controlparameters U . There is a standard procedure called relaxation of control sys-tem (10:1), which extends the velocity set fU (q) of this system to its convexhull conv fU (q).Recall that the convex hull conv S of a subset S of a linear space is theminimal convex set that contains S. A constructive description of convex hullis given by the following classical proposition: any point in the convex hull of aset S in the n-dimensional linear space is contained in the convex hull of somen+ 1 points in S.



142 CHAPTER 10. OPTIMAL CONTROL PROBLEMLemma 10.1 (Carath�eodory). For any subset S � Rn, its convex hull hasthe form conv S = ( nXi=0 �ixi j xi 2 S; �i � 0; nXi=0 �i = 1) :For the proof of this lemma, one can consult e.g. [144].Relaxation of control system (10:1) is constructed as follows. Let n = dimMbe dimension of the state space. The set of control parameters of the relaxedsystem is V = �n � U � � � � � U| {z }n+1 times ;where �n = ((�0; : : : ; �n) j �i � 0; nXi=0 �i = 1) � Rn+1is the standard n-dimensional simplex. So the control parameter of the newsystem has the formv = (�; u0; : : : ; un) 2 V; � = (�0; : : : ; �n) 2 �n; ui 2 U:If U is compact, then V is compact as well.The relaxed system is_q = gv(q) = nXi=0 �ifui (q); v = (�; u0; : : : ; un) 2 V; q 2M: (10.16)By Carath�eodory's lemma, the velocity set gV (q) of system (10:16) is convex,moreover, gV (q) = conv fU (q):If all vector �elds in the right-hand side of (10:16) have a common compactsupport, we obtain by Filippov's theorem that attainable sets for the relaxedsystem are compact. By Theorem 8.2, any trajectory of relaxed system (10:16)can be uniformly approximated by families of trajectories of initial system (10:1).Thus attainable sets of the relaxed system coincide with closure of attainablesets of the initial system.



Chapter 11Elements of ExteriorCalculus and SymplecticGeometryIn order to state necessary conditions of optimality for optimal control problemson smooth manifolds | Pontryagin Maximum Principle, see Chapter 12 | wemake use of some standard technique of Symplectic Geometry. In this chapterwe develop such a technique. Before this we recall some basic facts on calculusof exterior di�erential forms on manifolds. The exposition in this chapter israther explanatory than systematic, it is not a substitute to a regular textbook.For a detailed treatment of the subject, see e.g. [147], [136], [138].11.1 Di�erential 1-forms11.1.1 Linear formsLet E be a real vector space of �nite dimension n. The set of linear forms onE, i.e., of linear mappings � : E ! R, has a natural structure of a vector spacecalled the dual space to E and denoted by E�. If vectors e1; : : : ; en form abasis of E, then the corresponding dual basis of E� is formed by the covectorse�1; : : : ; e�n such that he�i ; eji = �ij ; i; j = 1; : : :n(we use the angle brackets to denote the value of a linear form � 2 E� on avector v 2 E: h�; vi = �(v)). So the dual space has the same dimension as theinitial one: dimE� = n = dimE:143



144 CHAPTER 11. EXTERIOR CALCULUS11.1.2 Cotangent bundleLet M be a smooth manifold and TqM its tangent space at a point q 2M . Thespace of linear forms on TqM , i.e., the dual space (TqM )� to TqM , is called thecotangent space to M at q and is denoted as T �qM . The disjoint union of allcotangent spaces is called the cotangent bundle of M :T �M def= [q2M T �qM:The set T �M has a natural structure of a smooth manifold of dimension 2n,where n = dimM . Local coordinates on T �M are constructed from local coor-dinates on M .Let O �M be a coordinate neighborhood and let� : O! Rn; �(q) = (x1(q); : : : ; xn(q));be a local coordinate system. Di�erentials of the coordinate functionsdxijq 2 T �qM; i = 1; : : : ; n; q 2 O;form a basis in the cotangent space T �qM . The dual basis in the tangentspace TqM is formed by the vectors@@ xi ����q 2 TqM; i = 1; : : : ; n; q 2 O;�dxi; @@ xj� � �ij; i; j = 1; : : : ; n:Any linear form � 2 T �qM can be decomposed via the basis forms:� = nXi=1 �i dxi:So any covector � 2 T �M is characterized by n coordinates (x1; : : : ; xn) of thepoint q 2M where � is attached, and by n coordinates (�1; : : : ; �n) of the linearform � in the basis dx1; : : : ; dxn. Mappings of the form� 7! (�1; : : : ; �n; x1; : : : ; xn)de�ne local coordinates on the cotangent bundle. Consequently, T �M is an2n-dimensional manifold. Coordinates of the form (�; x) are called canonicalcoordinates on T �M .If F : M ! N is a smooth mapping between smooth manifolds, then thedi�erential F� : TqM ! TF (q)Nhas the adjoint mappingF � def= (F�)� : T �F (q)N ! T �qM



11.2. DIFFERENTIAL K-FORMS 145de�ned as follows: F �� = � � F�; � 2 T �F (q)N;hF ��; vi = h�; F�vi; v 2 TqM:A vector v 2 TqM is pushed forward by the di�erential F� to the vector F�v 2TF (q)N , while a covector � 2 T �F (q)N is pulled back to the covector F �� 2T �qM . So a smooth mapping F : M ! N between manifolds induces a smoothmapping F � : T �N ! T �M between their cotangent bundles.11.1.3 Di�erential 1-formsA di�erential 1-form on M is a smooth mappingq 7! !q 2 T �qM; q 2M;i.e, a family ! = f!qg of linear forms on the tangent spaces TqM smoothlydepending on the point q 2 M . The set of all di�erential 1-forms on M has anatural structure of an in�nite-dimensional vector space denoted as �1M .Like linear forms on a vector space are dual objects to vectors of the space,di�erential forms on a manifold are dual objects to smooth curves in the man-ifold. The pairing operation is the integral of a di�erential 1-form ! 2 �1Malong a smooth oriented curve  : [t0; t1]!M , de�ned as follows:Z ! def= Z t1t0 h!(t); _(t)i dt:The integral of a 1-form along a curve does not change under orientation-preserving smooth reparametrizations of the curve and changes its sign underchange of orientation.11.2 Di�erential k-formsA di�erential k-form on M is an object to integrate over k-dimensional surfacesin M . In�nitesimally, a k-dimensional surface is presented by its tangent space,i.e., a k-dimensional subspace in TqM . We thus need a dual object to the setof k-dimensional subspaces in the linear space. Fix a linear space E. A k-dimensional subspace is de�ned by its basis v1; : : : ; vk 2 E. The dual objectsshould be mappings (v1; : : : ; vk) 7! !(v1; : : : ; vk) 2 Rsuch that !(v1; : : : ; vk) depend only on the linear hull spanfv1; : : : ; vkg and theoriented volume of the k-dimensional parallelepiped generated by v1; : : : ; vk.Moreover, the dependence on the volume should be linear. Recall that the ra-tio of volumes of the parallelepipeds generated by vectors wi = Pkj=1�ijvj ,



146 CHAPTER 11. EXTERIOR CALCULUSi = 1; : : : ; k, and the vectors v1; : : : ; vk, equals det(�ij)ki;j=1, and that determi-nant of a k � k matrix is a multilinear skew-symmetric form of the columns ofthe matrix. This is why the following de�nition of the \dual objects" is quitenatural.11.2.1 Exterior k-formsLet E be a �nite-dimensional real vector space, dimE = n, and let k 2 N. Anexterior k-form on E is a mapping! : E � � � � �E| {z }k times ! R;which is multilinear:!(v1; : : : ; �1v1i + �2v2i ; : : : ; vk)= �1!(v1; : : : ; v1i ; : : : ; vk) + �2!(v1; : : : ; v2i ; : : : ; vk); �1; �2 2 R;and skew-symmetric:!(v1; : : : ; vi; : : : ; vj; : : : ; vk) = �!(v1; : : : ; vj; : : : ; vi; : : : ; vk); i; j = 1; : : : ; k:The set of all exterior k-forms on E is denoted by �kE. By the skew-symmetry,any exterior form of order k > n is zero, thus �kE = f0g for k > n.Exterior forms can be multiplied by real numbers, and exterior forms of thesame order k can be added one with another, so each �kE is a vector space. Weconstruct a basis of �kE after we consider another operation between exteriorforms | the exterior product. The exterior product of two forms !1 2 �k1E,!2 2 �k2E is an exterior form !1 ^ !2 of order k1 + k2.Given linear 1-forms !1; !2 2 �1E, we have a natural (tensor) product forthem: !1 
 !2 : (v1; v2) 7! !1(v1)!2(v2); v1; v2 2 E:The result is a bilinear but not a skew-symmetric form. The exterior product isthe anti-symmetrization of the tensor one:!1 ^ !2 : (v1; v2) 7! !1(v1)!2(v2)� !1(v2)!2(v1); v1; v2 2 E:Similarly, the tensor and exterior products of forms !1 2 �k1E and !2 2 �k2Eare the following forms of order k1 + k2:!1 
 !2 : (v1; : : : ; vk1+k2) 7! !1(v1; : : : ; vk1)!2(vk1+1; : : : ; vk1+k2 );!1 ^ !2 : (v1; : : : ; vk1+k2) 7!1k1! k2!X� (�1)�(�)!1(v�(1); : : : ; v�(k1))!2(v�(k1+1); : : : ; v�(k1+k2)); (11.1)where the sum is taken over all permutations � of order k1 + k2 and �(�) isparity of a permutation �. The factor 1k1! k2! normalizes the sum in (11:1) since



11.2. DIFFERENTIAL K-FORMS 147it contains k1! k2! identically equal terms: e.g., if permutations � do not mixthe �rst k1 and the last k2 arguments, then all terms of the form(�1)�(�)!1(v�(1); : : : ; v�(k1))!2(v�(k1+1); : : : ; v�(k1+k2))are equal to!1(v1; : : : ; vk1)!2(vk1+1; : : : ; vk1+k2 ):This guarantees the associative property of the exterior product:!1 ^ (!2 ^ !3) = (!1 ^ !2) ^ !3; !i 2 �kiE;Further, the exterior product is skew-commutative:!2 ^ !1 = (�1)k1k2!1 ^ !2; !i 2 �kiE:Let e1; : : : ; en be a basis of the space E and e�1; : : : ; e�n the correspondingdual basis of E�. If 1 � k � n, then the following �nk� elements form a basis ofthe space �kE: e�i1 ^ : : :^ e�ik ; 1 � i1 < i2 < � � � < ik � n:The equalities(e�i1 ^ : : :^ e�ik)(ei1 ; : : : ; eik) = 1;(e�i1 ^ : : :^ e�ik)(ej1 ; : : : ; ejk) = 0; if (i1; : : : ; ik) 6= (j1; : : : ; jk)for 1 � i1 < i2 < � � � < ik � n imply that any k-form ! 2 �kE has a uniquedecomposition of the form! = X1�i1<i2<���<ik�n!i1:::ike�i1 ^ : : :^ e�ikwith !i1:::ik = !(ei1 ; : : : ; eik):Exercise 11.1. Show that for any 1-forms !1; : : :!p 2 �1E and any vectorsv1; : : : ; vp 2 E there holds the equality(!1 ^ : : :^ !p)(v1; : : : ; vp) = det (h!i; vji)pi;j=1 : (11.2)Notice that the space of n-forms of an n-dimensional space E is one-dimen-sional. Any nonzero n-form on E is a volume form. For example, the value ofthe standard volume form e�1 ^ : : :^ e�n on an n-tuple of vectors (v1; : : : ; vn) is(e�1 ^ : : :^ e�n)(v1; : : : ; vn) = det (he�i ; vji)ni;j=1 ;the oriented volume of the parallelepiped generated by the vectors v1; : : : ; vn.



148 CHAPTER 11. EXTERIOR CALCULUS11.2.2 Di�erential k-formsA di�erential k-form on M is a mapping! : q 7! !q 2 �kTqM; q 2M;smooth w.r.t. q 2 M . The set of all di�erential k-forms on M is denoted by�kM . It is natural to consider smooth functions on M as 0-forms, so �0M =C1(M ).In local coordinates (x1; : : : ; xn) on a domainO �M , any di�erential k-form! 2 �kM can be uniquely decomposed as follows:!x = Xi1<���<ik ai1:::ik(x)dxi1 ^ : : :^ dxik; x 2 O; ai1:::ik 2 C1(O): (11.3)Any smooth mapping F : M ! Ninduces a mapping of di�erential formsbF : �kN ! �kMin the following way: given a di�erential k-form ! 2 �kN , the k-form bF! 2�kM is de�ned as( bF!)q(v1; : : : ; vk) = !F (q)(F�v1; : : : ; F�vk); q 2M; vi 2 TqM:For 0-forms, pull-back is a substitution of variables:bFa(q) = a � F (q); a 2 C1(M ); q 2M:The pull-back bF is linear w.r.t. forms and preserves the exterior product:bF (!1 ^ !2) = bF!1 ^ bF!2:Exercise 11.2. Prove the composition law for pull-back of di�erential forms:\F2 � F1 = bF1 � bF2; (11.4)where F1 : M1 !M2 and F2 : M2 !M3 are smooth mappings.Now we can de�ne the integral of a k-form over an oriented k-dimensionalsurface. Let � � Rk be a k-dimensional open oriented domain and� : �! �(�) �Ma di�eomorphism. Then the integral of a k-form ! 2 �kM over the k-dimensi-onal oriented surface �(�) is de�ned as follows:Z�(�) ! def= Z� b�!;



11.3. EXTERIOR DIFFERENTIAL 149it remains only to de�ne the integral over � in the right-hand side. Sinceb�! 2 �kRk is a k-form on Rk, it is expressed via the standard volume formdx1 ^ : : :^ dxk 2 �kRk:(b�!)x = a(x) dx1 ^ � � � ^ dxk; x 2 �:We set Z� b�! def= Z� a(x) dx1 : : : dxk;a usual multiple integral.The integral R�(�) ! is de�ned correctly with respect to orientation-preser-ving reparametrizations of the surface �(�). Although, if a parametrizationchanges orientation, then the integral changes sign.The notion of integral is extended to arbitrary submanifolds as follows. LetN �M be a k-dimensional submanifold and let ! 2 �kM . Consider a coveringof N by coordinate neighborhoods Oi �M :N =[i (N \Oi):Take a partition of unity subordinated to this covering:�i 2 C1(M ); supp�i � Oi; 0 � �i � 1;Xi �i � 1:Then ZN ! def= Xi ZN\Oi �i!:The integral thus de�ned does not depend upon the choice of partition of unity.Remark. Another possible approach to de�nition of integral of a di�erentialform over a submanifold is based upon triangulation of the submanifold.11.3 Exterior di�erentialExterior di�erential of a function (i.e., a 0-form) is a 1-form: if a 2 C1(M ) =�0M , then its di�erential dqa 2 T �qMis the functional (directional derivative)hdqa; vi = va; v 2 TqM; (11.5)so da 2 �1M:



150 CHAPTER 11. EXTERIOR CALCULUSBy the Newton-Leibniz formula, if  �M is a smooth oriented curve startingat a point q0 2M and terminating at q1 2M , thenZ da = a(q1) � a(q0):The right-hand side can be considered as the integral of the function a over theoriented boundary of the curve: @ = q1 � q0, thusZ da = Z@ a: (11.6)In the exposition above, Newton-Leibniz formula (11:6) comes as a consequenceof de�nition (11:5) of di�erential of a function. But one can go the reverse way:if we postulate Newton-Leibniz formula (11:6) for any smooth curve  �M andpass to the limit q1 ! q0, we necessarily obtain de�nition (11:5) of di�erentialof a function.Such approach can be realized for higher order di�erential forms as well. Let! 2 �kM . We de�ne the exterior di�erentiald! 2 �k+1Mas the di�erential (k + 1)-form for which Stokes formula holds:ZN d! = Z@N ! (11.7)for (k+1)-dimensional submanifolds with boundary N �M (for simplicity, onecan take here N equal to a di�eomorphic image of a (k + 1)-dimensional poly-tope). The boundary @N is oriented by a frame of tangent vectors e1; : : : ek 2Tq(@N ) in such a way that the frame en; e1; : : : ; ek 2 TqN de�ne a positiveorientation of N , where en is the outward normal vector to N at q.The existence of a form d! that satis�es Stokes formula (11:7) comes fromthe fact that the mappingN 7! R@N ! is additive w.r.t. domain: ifN = N1[N2,N1 \N2 = @N1 \ @N2, thenZ@N ! = Z@N1 ! + Z@N2 !(notice that orientation of the boundaries is coordinated: @N1 and @N2 havemutually opposite orientations at points of their intersection). Thus the integralR@N ! is a kind of measure w.r.t. N , and one can recover (d!)q passing to limitin (11:7) as the submanifold N contracts to a point q.We recall some basic properties of exterior di�erential. First of all, it isobvious from the Stokes formula that d : �kM ! �k+1M is a linear operator.Further, if F : M ! N is a di�eomorphism, thend bF! = bFd!; ! 2 �kN: (11.8)



11.4. LIE DERIVATIVE OF DIFFERENTIAL FORMS 151Indeed, if W �M , thenZF (W ) ! = ZW bF!; ! 2 �kN;thus ZW d bF! = Z@W bF! = ZF (@W ) ! = Z@F (W ) ! = ZF (W ) d!= ZW bFd!;and equality (11:8) follows.Another basic property of exterior di�erential is given by the equalityd � d = 0;which follows since @(@N ) = ; for any submanifold with boundary N �M .Exterior di�erential is an antiderivation:d(!1 ^ !2) = (d!1) ^ !2 + (�1)k1!1 ^ d!2; !i 2 �kiM;this equality is dual to the formula of boundary @(N1 �N2).In local coordinates exterior di�erential is computed as follows: if! = Xi1<���<ik ai1:::ikdxi1 ^ : : :^ dxik ; ai1:::ik 2 C1;then d! = Xi1<���<ik (dai1:::ik) ^ dxi1 ^ : : :^ dxik;this formula is forced by above properties of di�erential forms.11.4 Lie derivative of di�erential formsThe \in�nitesimal version" of the pull-back bP of a di�erential form by a ow Pis given by the following operation.Lie derivative of a di�erential form ! 2 �kM along a vector �eld f 2 VecMis the di�erential form Lf! 2 �kM de�ned as follows:Lf! def= dd " ����"=0 ce"f!: (11.9)Since cetf (!1 ^ !2) = cetf!1 ^ cetf!2;Lie derivative Lf is a derivation of the algebra of di�erential forms:Lf (!1 ^ !2) = (Lf!1) ^ !2 + !1 ^ Lf!2:



152 CHAPTER 11. EXTERIOR CALCULUSFurther, we have cetf � d = d � cetf ;thus Lf � d = d � Lf :For 0-forms, Lie derivative is just the directional derivative:Lfa = fa; a 2 C1(M );since cetfa = etf ais a substitution of variables.Now we obtain a useful formula for the action of Lie derivative on di�erentialforms of an arbitrary order.Consider, along with exterior di�erentiald : �kM ! �k+1Mthe interior product of a di�erential form ! with a vector �eld f 2 VecM :if : �kM ! �k�1M;(if!)(v1; : : : ; vk�1) def= !(f; v1; : : : ; vk�1); ! 2 �kM; vi 2 TqM;which acts as substitution of f for the �rst argument of !. By de�nition, for0-order forms ifa = 0; a 2 �0M:Interior product is an antiderivation, as well as the exterior di�erential:if (!1 ^ !2) = (if!1) ^ !2 + (�1)k1!1 ^ if!2; !i 2 �kiM:Now we prove that Lie derivative of a di�erential form of an arbitrary ordercan be computed by the following formula:Lf = d � if + if � d (11.10)called Cartan's formula, for short \L = di + id ". Notice �rst of all that theright-hand side in (11:10) has the required order:d � if + if � d : �kM ! �kM:Further, d � if + if � d is a derivation as it is obtained from two antiderivations.Moreover, this derivation commutes with di�erential:d � (d � if + if � d) = d � if � d;(d � if + if � d) � d = d � if � d:



11.4. LIE DERIVATIVE OF DIFFERENTIAL FORMS 153Now we check formula (11:10) on 0-forms: if a 2 �0M , then(d � if )a = 0;(if � d)a = hda; fi = fa = Lfa:So equality (11:10) holds for 0-forms. The properties of the mappings Lf andd � if + if � d established and the coordinate representation (11:3) reduce thegeneral case of k-forms to the case of 0-forms. Formula (11:10) is proved.The di�erential de�nition (11:9) of Lie derivative can be integrated, i.e.,there holds the following equality on �kM :� �!exp Z t0 f� d�� d = �!exp Z t0 Lf� d�; (11.11)in the following sense. Denote the owP t1t0 = �!exp Z t1t0 f� d�:The family of operators on di�erential formscP t0 : �kM ! �kMis a unique solution of the Cauchy problemdd tcP t0 = cP t0 � Lft ; cP t0���t=0 = Id; (11.12)compare with Cauchy problems for the ow P t0 (2:9) and for the family ofoperators AdP t0 (2:21), (2:22), and this solution is denoted as�!exp Z t0 Lf� d� def= � �!exp Z t0 f� d�� d :In order to verify the ODE in (11:12), we prove �rst the following equalityfor operators on forms:dd " ����"=0[P t+"t ! = Lft!; ! 2 �kM: (11.13)This equality is straightforward for 0-order forms:dd " ����"=0[P t+"t a = dd " ����"=0P t+"t a = fta = Lfta; a 2 C1(M ):Further, the both operators dd " ��"=0[P t+"t and Lft commute with d and satisfythe Leibniz rule w.r.t. product of a function with a di�erential form. Thenequality (11:13) follows for forms of arbitrary order, as in the proof of Cartan'sformula.



154 CHAPTER 11. EXTERIOR CALCULUSNow we easily verify the ODE in (11:12):dd tcP t0 = dd "����"=0[P t+"0 = dd "����"=0 \P t0 � P t+"tby the composition rule (11:4)= dd "����"=0cP t0 �[P t+"t = cP t0 � dd " ����"=0[P t+"t=cP t0 � Lft :Exercise 11.3. Prove uniqueness for Cauchy problem (11:12).For an autonomous vector �eld f 2 VecM , equality (11:11) takes the formcetf = etLf :Notice that the Lie derivatives of di�erential forms Lf and vector �elds(� ad f) are in a certain sense dual one to another, see equality (11:14) below.That is, the functionh!;Xi : q 7! h!q ; X(q)i; q 2M;de�nes a pairing of �1M and VecM over C1(M ). Then the equalityh bP!;Xi = P h!;AdP�1Xi; P 2 Di�M; X 2 VecM; ! 2 �1M;has an in�nitesimal version of the formhLY !;Xi = Y h!;Xi � h!; (adY )Xi; X; Y 2 VecM; ! 2 �1M: (11.14)Taking into account Cartan's formula, we immediately obtain the followingimportant equality:d!(Y;X) = Y h!;Xi �Xh!; Y i � h!; [Y;X]i; X; Y 2 VecM; ! 2 �1M:(11.15)11.5 Elements of Symplectic GeometryWe have already seen that the cotangent bundle T �M = [q2MT �qM of an n-dimensional manifold M is a 2n-dimensional manifold. Any local coordinatesx = (x1; : : : ; xn) on M determine canonical local coordinates on T �M of theform (�; x) = (�1; : : : ; �n; x1; : : : ; xn) in which any covector � 2 T �q0M has thedecomposition � =Pni=1 �i dxijq0 .



11.5. ELEMENTS OF SYMPLECTIC GEOMETRY 15511.5.1 Liouville form and symplectic formThe \tautological" 1-form (or Liouville 1-form) on the cotangent bundles 2 �1(T �M )is de�ned as follows. Let � 2 T �M be a point in the cotangent bundle andw 2 T�(T �M ) a tangent vector to T �M at �. Denote by � the canonicalprojection from T �M to M : � : T �M !M;� : � 7! q; � 2 T �qM:Di�erential of � is a linear mapping�� : T�(T �M )! TqM; q = �(�):The tautological 1-form s at the point � acts on the tangent vector w in thefollowing way: hs�; wi def= h�; ��wi:That is, we project the vector w 2 T�(T �M ) to the vector ��w 2 TqM , andthen act by the covector � 2 T �qM . Sos� def= � � ��:The title \tautological" is explained by the coordinate representation of theform s. In canonical coordinates (�; x) on T �M , we have:� = nXi=1 �idxi; (11.16)w = nXi=1 �i @@ �i + �i @@ xi :The projection written in canonical coordinates� : (�; x) 7! xis a linear mapping, its di�erential acts as follows:��� @@ �i� = 0; i = 1; : : : ; n;��� @@ xi� = @@ xi ; i = 1; : : : ; n:Thus ��w = nXi=1 �i @@ xi ;



156 CHAPTER 11. EXTERIOR CALCULUSconsequently, hs�; wi = h�; ��wi = nXi=1 �i�i:But �i = hdxi; wi, so the form s has in coordinates (�; x) exactly the sameexpression s� = nXi=1 �idxi (11.17)as the covector �, see (11:16). Although, de�nition of the form s does notdepend on any coordinates.Remark. In mechanics, the tautological form s is denoted as p dq.Consider the exterior di�erential of the 1-form s:� def= ds:The di�erential 2-form � 2 �2(T �M ) is called the canonical symplectic structureon T �M . In canonical coordinates, we obtain from (11:17):� = nXi=1 d�i ^ dxi: (11.18)This expression shows that the form � is nondegenerate, i.e., the bilinear skew-symmetric form �� : T�(T �M )� T�(T �M )! Rhas no kernel: �(w; �) = 0 ) w = 0; w 2 T�(T �M ):In the following basis in the tangent space T�(T �M )@@ x1 ; @@ �1 ; : : : ; @@ xn ; @@ �n ;the form �� has the block matrix0BBBBB@ 0 1�1 0 . . . 0 1�1 0 1CCCCCA :The form � is closed: d� = 0since it is exact: � = ds, and d � d = 0.



11.5. ELEMENTS OF SYMPLECTIC GEOMETRY 157Remarks. (1) A closed nondegenerate exterior di�erential 2-formon a 2n-dimen-sional manifold is called a symplectic structure. A manifold with a symplecticstructure is called a symplectic manifold . The cotangent bundle T �M with thecanonical symplectic structure � is the most important example of a symplecticmanifold.(2) In mechanics, the 2-form � is known as the form dp ^ dq.11.5.2 Hamiltonian vector �eldsDue to the symplectic structure � 2 �2(T �M ), we can develop the Hamiltonianformalism on T �M . A Hamiltonian is an arbitrary smooth function on thecotangent bundle: h 2 C1(T �M ):To any Hamiltonian h, we associate the Hamiltonian vector �eld~h 2 Vec(T �M )by the rule: ��(�;~h) = d�h; � 2 T �M: (11.19)In terms of the interior product iv!(�; �) = !(v; �), the Hamiltonian vector �eldis a vector �eld ~h that satis�es i~h� = �dh:Since the symplectic form � is nondegenerate, the mappingw 7! ��(�; w)is a linear isomorphism T�(T �M )! T �� (T �M );thus the Hamiltonian vector �eld ~h in (11:19) exists and is uniquely determinedby the Hamiltonian function h.In canonical coordinates (�; x) on T �M we havedh = nXi=1 � @ h@ �id�i + @ h@ xi dxi� ;then in view of (11:18)~h = nXi=1 � @ h@ �i @@ xi � @ h@ xi @@ �i� ; (11.20)So the Hamiltonian system of ODEs corresponding to h_� = ~h(�); � 2 T �M;



158 CHAPTER 11. EXTERIOR CALCULUSreads in canonical coordinates as follows:8><>: _xi = @ h@ �i ; i = 1; : : : ; n;_�i = � @ h@ xi ; i = 1; : : : ; n:The Hamiltonian function can depend on a parameter: ht, t 2 R. Then thenonautonomous Hamiltonian vector �eld ~ht, t 2 R is de�ned in the same wayas in the autonomous case.The ow of a Hamiltonian system preserves the symplectic form �.Proposition 11.1. Let ~ht be a nonautonomous Hamiltonian vector �eld onT �M . Then � �!exp Z t0 ~h� d�� d � = �:Proof. In view of equality (11:11), we have� �!exp Z t0 ~h� d�� d = �!exp Z t0 L~h� d�;thus the statement of this proposition can be rewritten asL~ht� = 0:But this Lie derivative is easily computed by Cartan's formula:L~ht� = i~ht � d�|{z}=0 + d � i~ht�|{z}=�dht = �d � dht = 0:Moreover, there holds a local converse statement: if a ow preserves �, thenit is locally Hamiltonian. Indeed,� �!exp Z t0 f� d�� d � = � , Lft� = 0;further Lft� = ift � d�|{z}=0 +d � ift�;thus Lft� = 0 , d � ift� = 0:If the form ift� is closed, then it is locally exact (Poincar�e's Lemma), i.e., thereexists a Hamiltonian ht such that locally ft = ~ht.Essentially, only Hamiltonian ows preserve � (globally, \multi-valued Ha-miltonians" can appear). If a manifoldM is simply connected, then there holds



11.5. ELEMENTS OF SYMPLECTIC GEOMETRY 159a global statement: a ow on T �M is Hamiltonian if and only if it preserves thesymplectic structure.The Poisson bracket of Hamiltonians a; b 2 C1(T �M ) is a Hamiltonianfa; bg 2 C1(T �M )de�ned in one of the following equivalent ways:fa; bg = ~ab = hdb;~ai = �(~a;~b) = ��(~b;~a) = �~ba:It is obvious that Poisson bracket is bilinear and skew-symmetric:fa; bg = �fb; ag:In canonical coordinates (�; x) on T �M ,fa; bg = nXi=1 � @ a@ �i @ b@ xi � @ a@ xi @ b@ �i� : (11.21)Leibniz rule for Poisson bracket easily follows from de�nition:fa; bcg = fa; bgc+ bfa; cg(here bc is the usual pointwise product of functions b and c).Symplectomorphismsof cotangent bundle preserve Hamiltonianvector �elds;the action of a symplectomorphism P 2 Di�(T �M ), bP� = �, on a Hamiltonianvector �eld ~h reduces to the action of P on the Hamiltonian function as substi-tution of variables: AdP ~h = �!Ph :This follows from the chain� �X;AdP ~h� = bP� �X;AdP ~h� = P� �AdP�1X;~h�= P hdh;AdP�1Xi = X(Ph); X 2 Vec(T �M ):In particular, a Hamiltonian ow transforms a Hamiltonian vector �eld into aHamiltonian vector �eld:AdP t~bt = �!P tbt; P t = �!exp Z t0 ~a� d�: (11.22)In�nitesimally, this equality implies Jacobi identity for Poisson bracket.Proposition 11.2.fa; fb; cgg+ fb; fc; agg+ fc; fa; bgg = 0; a; b; c 2 C1(T �M ): (11.23)



160 CHAPTER 11. EXTERIOR CALCULUSProof. Any symplectomorphism P 2 Di�(T �M ), bP� = �, preserves Poissonbrackets:Pfb; cg= P� �~b;~c� = bP� �AdP ~b;AdP ~c� = ���!Pb;�!Pc� = fPb; Pcg:Taking P = et~a and di�erentiating at t = 0, we come to Jacobi identity:fa; fb; cgg= ffa; bg; cg+ fb; fa; cgg:So the space of all HamiltoniansC1(T �M ) forms a Lie algebra with Poissonbracket as a product. The correspondencea 7! ~a; a 2 C1(T �M ); (11.24)is a homomorphism from the Lie algebra of Hamiltonians to the Lie algebra ofHamiltonian vector �elds on M . This follows from the next statement.Corollary 11.1. �!fa; bg= [~a;~b] for any Hamiltonians a; b 2 C1(T �M ).Proof. Jacobi identity can be rewritten asffa; bg; cg= fa; fb; cgg� fb; fa; cgg;i.e., �!fa; bg c = ~a �~b c �~b � ~a c = [~a;~b] c; c 2 C1(T �M ):It is easy to see from the coordinate representation (11:20) that the kernel ofthe mapping a 7! ~a consists of constant functions, i.e., this is isomorphism upto constants. On the other hand, this homomorphism is far from being onto allvector �elds on T �M . Indeed, a general vector �eld on T �M is locally de�ned byarbitrary 2n smooth real functions of 2n variables, while a Hamiltonian vector�eld is determined by just one real function of 2n variables, a Hamiltonian.Theorem 11.1 (N�other). A function a 2 C1(T �M ) is an integral of a Hamil-tonian system of ODEs _� = ~h(�); � 2 T �M; (11.25)i.e., et~ha = a t 2 R;if and only if it Poisson-commutes with the Hamiltonian:fa; hg = 0:Proof. et~ha � a, 0 = ~ha = fh; ag.



11.5. ELEMENTS OF SYMPLECTIC GEOMETRY 161Corollary 11.2. et~hh = h, i.e., any Hamiltonian h 2 C1(T �M ) is an integralof the corresponding Hamiltonian system (11:25).Further, Jacobi identity for Poisson brackets implies that the set of integralsof the Hamiltonian system (11:25) forms a Lie algebra with respect to Poissonbrackets.Corollary 11.3. fh; ag = fh; bg = 0) fh; fa; bgg= 0.Remark. The Hamiltonian formalism developed generalizes for arbitrary sym-plectic manifolds.Now we introduce a construction that works only on T �M . Given a vector�eld X 2 VecM , we de�ne a Hamiltonian functionX� 2 C1(T �M );which is linear on �bers T �qM , as follows:X�(�) = h�;X(q)i; � 2 T �M; q = �(�):In canonical coordinates (�; x) on T �M we have:X = nXi=1 ai(x) @@ xi ;X� = nXi=1 �iai(x): (11.26)This coordinate representation implies thatfX�; Y �g = [X;Y ]�; X; Y 2 VecM;i.e., Poisson brackets of Hamiltonians linear on �bers in T �M contain usual Liebrackets of vector �elds on M .The Hamiltonian vector �eld �!X�2 Vec(T �M ) corresponding to the Hamil-tonian function X� is called the Hamiltonian lift of the vector �eld X 2 VecM .It is easy to see from the coordinate representations (11:26), (11:20) that����!X�� = X:Now we pass to nonautonomous vector �elds. Let Xt be a nonautonomousvector �eld and P�;t = �!exp Z t� X� d�the corresponding ow on M . The ow P = P�;t acts on M :P : M !M; P : q0 7! q1;



162 CHAPTER 11. EXTERIOR CALCULUSits di�erential pushes tangent vectors forward:P� : Tq0M ! Tq1M;and the dual mapping P � pulls covectors back:P � : T �q1M ! T �q0M:Thus we have a ow on covectors (i.e., on points of the cotangent bundle):P ��;t : T �M ! T �M:Let Vt be the nonautonomous vector �eld on T �M that generates the ow P ��;t:Vt = dd " ����"=0 P �t;t+":Then dd tP ��;t = dd " ����"=0 P ��;t+" = dd " ����"=0 P �t;t+" � P ��;t = Vt � P ��;t;so the ow P ��;t is a solution to the Cauchy problemdd tP ��;t = Vt � P ��;t; P ��;� = Id;i.e., it is the left chronological exponential:P ��;t =  �exp Z t� V� d�:It turns out that the nonautonomous �eld Vt is simply related with theHamiltonian vector �eld corresponding to the HamiltonianX�t :Vt = � �!X�t : (11.27)Indeed, the ow P ��;t preserves the tautological form s, thusLVts = 0:By Cartan's formula, iVt� = �dhs; Vti;i.e., the �eld Vt is Hamiltonian: Vt = �!hs; Vti :But ��Vt = �Xt, consequently, hs; Vti = �X�t ;and equality (11:27) follows. Taking into account relation (2:18) between theleft and right chronological exponentials, we obtainP ��;t =  �exp Z t� � �!X�� d� = �!exp Z �t �!X�� d�:We proved the following statement.



11.5. ELEMENTS OF SYMPLECTIC GEOMETRY 163Proposition 11.3. Let Xt be a complete nonautonomous vector �eld on M .Then � �!exp Z t� X� d��� = �!exp Z �t �!X�� d�:In particular, for autonomous vector �elds X 2 VecM ,�etX�� = e�t�!X� :11.5.3 Lagrangian subspacesA linear space � endowed with a bilinear skew-symmetric nondegenerate form �is called a symplectic space. For example, � = T�(T �M ) with the canonicalsymplectic form � = �� is a symplectic space.Any subspace L of a symplectic space � has the skew-orthogonal complementL\ = fx 2 � j �(x; L) = 0g:A subspace L � � is called isotropic ifL � L\:Since the symplectic form � is nondegenerate, thendimL\ = codimL:In particular, if a subspace L is isotropic, then dimL � 12 dim�. Isotropicsubspaces of maximal dimension:L � L\; dimL = 12 dim� , L = L\;are called Lagrangian subspaces.For example, in canonical coordinates (p; q) on �, the vertical subspacefq = 0g and the horizontal subspace fp = 0g are Lagrangian.There exists a standard way to construct a Lagrangian subspace that con-tains any given isotropic subspace. Let � � � be an isotropic subspace and� � � a Lagrangian subspace. Then the subspace�� def= � \ �\ + � = (� + �) \ �\ (11.28)is Lagrangian (check!). It is clear that�� � �:In particular, any line in � is contained in some Lagrangian subspace.
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Chapter 12Pontryagin MaximumPrincipleIn this chapter we prove the fundamental necessary condition of optimality foroptimal control problems | Pontryagin Maximum Principle (PMP). In orderto obtain a coordinate-free formulation of PMP on manifolds, we apply thetechnique of Symplectic Geometry developed in the previous chapter. The �rstclassical version of PMP was obtained for optimal control problems in Rn byL. S. Pontryagin and his collaborators [15].12.1 Geometric statement of PMP and discus-sionConsider the optimal control problem stated in Sec. 10.1 for a control system_q = fu(q); q 2M; u 2 U � Rm; (12.1)with the initial condition q(0) = q0: (12.2)De�ne the following family of Hamiltonians:hu(�) = h�; fu(q)i; � 2 T �qM; q 2M; u 2 U:In terms of the previous section,hu(�) = f�u(�):Fix an arbitrary instant t1 > 0.In Sec. 10.2 we reduced the optimal control problem to the study of bound-ary of attainable sets. Now we give a necessary optimality condition in thisgeometric setting. 165



166 CHAPTER 12. PONTRYAGIN MAXIMUM PRINCIPLETheorem 12.1 (PMP). Let ~u(t), t 2 [0; t1], be an admissible control and~q(t) = q~u(t) the corresponding solution of Cauchy problem (12:1), (12:2). If~q(t1) 2 @Aq0 (t1);then there exists a Lipschitzian curve in the cotangent bundle�t 2 T �~q(t)M; 0 � t � t1;such that �t 6= 0; (12.3)_�t = ~h~u(t)(�t); (12.4)h~u(t)(�t) = maxu2U hu(�t) (12.5)for almost all t 2 [0; t1].If u(t) is an admissible control and �t a Lipschitzian curve in T �M such thatconditions (12:3){(12:5) hold, then the pair (u(t); �t) is said to satisfy PMP. Inthis case the curve �t is called an extremal , and its projection ~q(t) = �(�t) iscalled an extremal trajectory .Remark. If a pair (~u(t); �t) satis�es PMP, thenh~u(t)(�t) = const; t 2 [0; t1]: (12.6)Indeed, since the admissible control ~u(t) is bounded, we can take maximumin (12:5) over the compact f~u(t) j t 2 [0; t1]g = eU . Further, the function'(�) = maxu2eU hu(�)is Lipschitzian w.r.t. � 2 T �M . We show that this function has zero derivative.For any admissible control u(t),'(�t) � hu(�)(�t); '(�� ) = hu(�)(�� );thus '(�t)� '(�� )t� � � hu(�)(�t) � hu(�)(�� )t� � ; t > �:Consequently, dd t ����t=� '(�t) � fhu(�); hu(�)g = 0if � is a di�erentiability point of '(�t). Similarly,'(�t)� '(�� )t� � � hu(�)(�t) � hu(�)(�� )t� � ; t < �;thus dd t����t=� '(�t) � 0:



12.1. GEOMETRIC STATEMENT OF PMP AND DISCUSSION 167So dd t'(�t) = 0;and identity (12:6) follows.The Hamiltonian system of PMP_�t = ~hu(t)(�t) (12.7)is an extension of the initial control system (12:1) to the cotangent bundle.Indeed, in canonical coordinates � = (�; x) 2 T �M , the Hamiltonian systemyields _x = @ hu(t)@ � = fu(t)(x):That is, solutions �t to (12:7) are Hamiltonian lifts of solutions q(t) to (12:1):�(�t) = qu(t):Before proving Pontryagin Maximum Principle, we discuss its statement.First we give a heuristic explanation of the way the covector curve �t appearsnaturally in the study of trajectories coming to boundary of the attainable set.Let q1 = ~q(t1) 2 @Aq0 (t1): (12.8)The idea is to take a normal covector to the attainable set Aq0(t1) near q1, moreprecisely | a normal covector to a kind of a convex tangent cone to Aq0 (t1)at q1. By virtue of inclusion (12:8), this convex cone is proper.Thus it has a hyperplane of support, i.e., a linear hyperplane in Tq1M bound-ing a half-space that contains the cone. Further, the hyperplane of support is akernel of a normal covector �t1 2 T �q1M , �t1 6= 0, see �g 12.1. The covector �t1is an analog of Lagrange multipliers.In order to construct the whole curve �t, t 2 [0; t1], consider the ow gener-ated by the control ~u(�):Pt;t1 = �!exp Z t1t f~u(�) d�; t 2 [0; t1]:It is easy to see thatPt;t1(Aq0 (t)) � Aq0 (t1); t 2 [0; t1]:Indeed, if a point q 2 Aq0 (t) is reachable from q0 by a control u(� ), � 2 [0; t],then the point Pt;t1(q) is reachable from q0 by the controlv(� ) = � u(� ); � 2 [0; t];~u(� ); � 2 [t; t1]:



168 CHAPTER 12. PONTRYAGIN MAXIMUM PRINCIPLE
Aq0 (t1) �t1

q0
q1

Figure 12.1: Hyperplane of support and normal covector toattainable set Aq0 (t1) at the point q1Further, the di�eomorphism Pt;t1 : M !M satis�es the conditionPt;t1(~q(t)) = ~q(t1) = q1; t 2 [0; t1]:Thus if ~q(t) 2 intAq0 (t), then q1 2 intAq0 (t1). By contradiction, inclusion (12:8)implies that ~q(t) 2 @Aq0 (t); t 2 [0; t1]:The tangent cone to Aq0 (t) at the point ~q(t) = Pt1;t(q1) has the normal covector�t = P �t;t1(�t1). By Proposition 11.3, the curve �t, t 2 [0; t1], is a trajectory ofthe Hamiltonian vector �eld ~h~u(t), i.e., of the Hamiltonian system of PMP.One can easily get the maximality condition of PMP as well. The tangentcone to Aq0 (t1) at q1 should contain the in�nitesimal attainable set from thepoint q1: fU (q1)� f~u(t1)(q1);i.e., the set of vectors obtained by variations of the control ~u near t1. Thus thecovector �t1 should determine a hyperplane of support to this set:h�t1 ; fu � f~u(t1)i � 0; u 2 U:In other words,hu(�t1) = h�t1 ; fui � h�t1 ; f~u(t1)i = h~u(t1)(�t1); u 2 U:Translating the covector �t1 by the ow P �t;t1, we arrive at the maximalitycondition of PMP:hu(�t) � h~u(t)(�t); u 2 U; t 2 [0; t1]:The following statement shows the power of PMP.



12.1. GEOMETRIC STATEMENT OF PMP AND DISCUSSION 169Proposition 12.1. Assume that the maximized Hamiltonian of PMPH(�) = maxu2U hu(�); � 2 T �M;is de�ned and C2-smooth on T �M n f� = 0g.If a pair (~u(t); �t), t 2 [0; t1], satis�es PMP, then_�t = ~H(�t); t 2 [0; t1]: (12.9)Conversely, if a Lipschitzian curve �t 6= 0 is a solution to the Hamiltoniansystem (12:9), then one can choose an admissible control ~u(t), t 2 [0; t1], suchthat the pair (~u(t); �t) satis�es PMP.That is, in the favorable case when the maximized Hamiltonian H is C2-smooth, PMP reduces the problem to the study of solutions to just one Hamil-tonian system (12:9). From the point of view of dimension, this reductionis the best one we can expect. Indeed, for a full-dimensional attainable set(dimAq0(t1) = n) we have dim@Aq0 (t1) = n � 1, i.e., we need an (n � 1)-parameter family of curves to describe the boundary @Aq0 (t1). On the otherhand, the family of solutions to Hamiltonian system (12:9) with the initial con-dition �(�0) = q0 is n-dimensional. Taking into account that the HamiltonianH is homogeneous:H(c�) = cH(�); c > 0;thus et ~H (c�0) = cet ~H(�0); � � et ~H (c�0) = � � et ~H (�0);we obtain the required (n� 1)-dimensional family of curves.Now we prove Proposition 12.1.Proof. We show that if an admissible control ~u(t) satis�es the maximality con-dition (12:5), then ~h~u(t)(�t) = ~H(�t); t 2 [0; t1]: (12.10)By de�nition of the maximized Hamiltonian H,H(�) � h~u(t)(�) � 0 � 2 T �M; t 2 [0; t1]:On the other hand, by the maximality condition of PMP (12:5), along theextremal �t this inequality turns into equality:H(�t) � h~u(t)(�t) = 0; t 2 [0; t1]:That is why d�tH = d�th~u(t); t 2 [0; t1]:



170 CHAPTER 12. PONTRYAGIN MAXIMUM PRINCIPLEBut a Hamiltonian vector �eld is obtained from di�erential of the Hamiltonianby a standard linear transformation, thus equality (12:10) follows.Conversely, let �t 6= 0 be a trajectory of the Hamiltonian system _�t =~H(�t). In the same way as in the proof of Filippov's theorem, one can choosean admissible control ~u(t) that realizes maximum along �t:H(�t) = h~u(t)(�t) = maxu2U hu(�t):As we have shown above, then there holds equality (12:10). So the pair (~u(t); �t)satis�es PMP.12.2 Proof of PMPWe start from two auxiliary propositions.Denote the positive orthant in Rm asRm+ = f(x1; : : : ; xm) 2 Rm j xi � 0; i = 1; : : : ;mg:Lemma 12.1. Let a vector-function F : Rm! Rn be Lipschitzian, F (0) = 0,and di�erentiable at 0: 9 F 00 = dFdx ����0 :Assume that F 00(Rm+) = Rn:Then for any neighborhood of the origin O0 � Rm0 2 intF (O0 \Rm+):Remarks. (1) The statement of this lemma holds if the orthant Rm+ is replacedby an arbitrary convex cone C � Rm. In this case the proof given below workswithout any changes.(2) For a smooth vector-function F , the statement this lemma follows fromthe implicit function theorem.Proof. Choose points y0; : : : ; yn 2 Rn that generate an n-dimensional simplexcentered at the origin: 1n+ 1 nXi=0 yi = 0:Since the mapping F 00 : Rm+ ! Rn is surjective and the positive orthant Rm+is convex, it is easy to show that restriction to the interior F 00jintRm+ is alsosurjective: 9 vi 2 intRm+ such that F 00vi = yi; i = 0; : : : ; n:



12.2. PROOF OF PMP 171The points y0; : : : ; yn are a�nely independent in Rn, thus their preimagesv0; : : : ; vn are also a�nely independent in Rm. The meanv = 1n+ 1 nXi=0 vibelongs to intRm+ and satis�es the equalityF 00v = 0:Further, the subspaceW = spanfvi � v j i = 0; : : : ; ng � Rmis n-dimensional. Since v 2 intRm+, we can �nd an n-dimensional ball B� � Wof a su�ciently small radius � centered at the origin such thatv +B� � intRm+:Since F 00(vi�v) = F 00vi, then F 00W = Rn, i.e., the linear mapping F 00 : W ! Rnis invertible.Consider the following family of mappings:G� : B� ! Rn; � 2 [0; �0);G�(w) = 1�F (�(v + w)); � > 0;G0(w) = F 00w:By the hypotheses of the proposition,F (x) = F 00x+ o(x); x 2 Rm; x! 0;thus G�(w) = F 00w + o(1); �! 0; w 2 B�: (12.11)Since the mapping F is Lipschitzian, all mappings G� are Lipschitzian witha common constant. Thus the family G� is equicontinuous. Equality (12:11)means that G� ! G0; �! 0;pointwise, thus uniformly.So the continuous mapping G� � G�10 : G0(B�)! Rn is uniformly close tothe identity mapping, hence the di�erence Id�G� � G�10 is uniformly close tothe zero mapping. For any ~x 2 Rn su�ciently close to the origin, the continuousmapping Id�G� �G�10 + ~x



172 CHAPTER 12. PONTRYAGIN MAXIMUM PRINCIPLEtransforms the set G0(B�) into itself. By Brower's �xed point theorem, thismapping has a �xed point x 2 G0(B�):x� G� �G�10 (x) + ~x = x;i.e., G� �G�10 (x) = ~x:It follows that intG� � G�10 (B�) 3 0, consequently, intF (�B�) 3 0 for small� > 0.Now we start to compute a convex approximation of the attainable setAq0 (t1) at the point q1 = ~q(t1). Take any admissible control u(t) and expressthe endpoint of a trajectory via Variations Formula (2:28):qu(t1) = q0� �!exp Z t10 fu(�) d� = q0� �!exp Z t10 f~u(�) + (fu(�) � f~u(�)) d�= q0� �!exp Z t10 f~u(�) d�� �!exp Z t10 �P t1� �� (fu(�) � f~u(�)) d�= q1� �!exp Z t10 �P t1� �� (fu(�) � f~u(�)) d�:Introduce the following vector �eld depending on two parameters:g�;u = �P t1� �� (fu � f~u(�)); � 2 [0; t1]; u 2 U: (12.12)We showed that qu(t1) = q1� �!exp Z t10 g�;u(�) d�: (12.13)Notice that g�;~u(�) � 0; � 2 [0; t1]:Lemma 12.2. Let T � [0; t1] be the set of Lebesgue points of the control ~u(�).If Tq1M = conefg�;u(q1) j � 2 T ; u 2 Ug;then q1 2 intAq0(t1):Remark. The set conefg�;u(q1) j � 2 T ; u 2 Ug � Tq1M is a local convexapproximation of the attainable set Aq0 (t1) at the point q1.Recall that a point � 2 [0; t1] is called a Lebesgue point of a function u 2L1[0; t1] if limt!� 1jt� � j Z t� ju(�)� u(� )j d� = 0:



12.2. PROOF OF PMP 173At Lebesgue points of u, the integral Z t0 u(�) d� is di�erentiable anddd t �Z t0 u(�) d�� = u(t):The set of Lebesgue points has the full measure in the domain [0; t1]. For detailson this subject, see e.g. [146].Now we prove Lemma 12.2.Proof. We can choose vectorsg�i;ui(q1) 2 Tq1M; �i 2 T ; ui 2 U; i = 1; : : : ; k;that generate the whole tangent space as a positive convex cone:cone fg�i;ui(q1) j i = 1; : : : ; kg = Tq1M;moreover, we can choose points �i distinct: �i 6= �j , i 6= j. Indeed, if �i = �j forsome i 6= j, we can �nd a su�ciently close Lebesgue point � 0j 6= �j such that thedi�erence g� 0j ;uj (q1)� g�j;uj (q1) is as small as we wish. This is possible since forany � 2 T and any " > 01jt� � j measft0 2 [�; t] j ju(t0) � u(� )j � "g ! 1 as t! �:We suppose that �1 < �2 < � � � < �k.We de�ne a family of variations of controls that follow the control ~u(�) ev-erywhere except neighborhoods of �i, and follow ui near �i (such variations arecalled needle-like).More precisely, for any s = (s1; : : : ; sk) 2 Rk+ consider a control of the formus(t) = � ui; t 2 [�i; �i + si];~u(t); t 62 [ki=1[�i; �i + si]: (12.14)For small s, the segments [�i; �i+ si] do not overlap since �i 6= �j , i 6= j. In viewof formula (12:13), the endpoint of the trajectory corresponding to the controlconstructed is expressed as follows:qus(t1) = q0� �!exp Z t10 fus(t) dt= q1� �!exp Z �1+s1�1 gt;u1 dt � �!exp Z �2+s2�2 gt;u2 dt � � � �� �!exp Z �k+sk�k gt;uk dt:The mapping F : s = (s1; : : : ; sk) 7! qus(t1)



174 CHAPTER 12. PONTRYAGIN MAXIMUM PRINCIPLEis Lipschitzian, di�erentiable at s = 0, and@ F@ si ����s=0 = g�i;ui(q1):By Lemma 12.1, F (0) = q1 2 intF (O0 \Rk+)for any neighborhood O0 � Rk. But the curve qus(t), t 2 [0; t1], is an admissibletrajectory for small s 2 Rk+, thus F (O0\Rk+) � Aq0 (t1) and q1 2 intAq0(t1).Now we can prove the geometric statement of Pontryagin Maximum Princi-ple, Theorem 12.1.Proof. Let the endpoint of the reference trajectoryq1 = ~q(t1) 2 @Aq0 (t1):By Lemma 12.2, the origin 0 2 Tq1M belongs to the boundary of the convexset conefgt;u(q1) j t 2 T ; u 2 Ug, so this set has a hyperplane of support at theorigin: 9 �t1 2 T �q1M; �t1 6= 0;such that h�t1 ; gt;u(q1)i � 0 8 a.e. t 2 [0; t1]; u 2 U:Taking into account de�nition (12:12) of the �eld gt;u, we rewrite this inequalityas follows: h�t1 ; �P t1t�fu� (q1)i � h�t1 ; �P t1t�f~u(t)� (q1)i;i.e., h�P t1t �� �t1 ; fu(~q(t))i � h�P t1t �� �t1 ; f~u(t)(~q(t))i:The action of the ow P t1t on covectors de�nes the curve in the cotangent bundle:�t def= �P t1t �� �t1 2 T �~q(t)M; t 2 [0; t1]:In terms of this covector curve, the inequality above readsh�t; fu(~q(t))i � h�t; f~u(t)(~q(t))i:Thus the maximality condition of PMP (12:5) holds along the reference trajec-tory: hu(�t) � h~u(t)(�t) 8 u 2 U 8 a.e. t 2 [0; t1]:By Proposition 11.3, the curve �t is a trajectory of the nonautonomous Hamil-tonian ow with the Hamiltonian function f�~u(t) = h~u(t):�t = �t1 �� �!exp Z t1t f~u(�) d��� = �t1� �!exp Z tt1 ~h~u(�) d�;



12.3. GEOMETRIC STATEMENT OF PMP FOR FREE TIME 175thus it satis�es the Hamiltonian equation of PMP (12:4)_�t = ~h~u(t)(�t):12.3 Geometric statement of PMP for free timeIn the previous section we proved Pontryagin Maximum Principle for the caseof �xed terminal time t1. Now we consider the case of free t1.Theorem 12.2. Let ~u(�) be an admissible control for control system (12:1) suchthat ~q(t1) 2 @ �[jt�t1j<"Aq0(t)�for some t1 > 0 and " 2 (0; t1). Then there exists a Lipschitzian curve�t 2 T �~q(t)M; �t 6= 0; 0 � t � t1;such that _�t = ~h~u(t)(�t);h~u(t)(�t) = maxu2U hu(�t);h~u(t)(�t) = 0 (12.15)for almost all t 2 [0; t1].Remark. In problems with free time, there appears one more variable, the ter-minal time t1. In order to eliminate it, we have one additional condition |equality (12:15). This condition is indeed scalar since the previous two equali-ties imply that h~u(t)(�t) = const, see remark after formulation of Theorem 12.1.Proof. We reduce the case of free time to the case of �xed time by extensionof the control system via substitution of time. Admissible trajectories of theextended system are reparametrized admissible trajectories of the initial system(the positive direction of time on trajectories is preserved).Let a new time be a smooth function' : R! R; _' > 0:We �nd an ODE for a reparametrized trajectory:dd tqu('(t)) = _'(t)fu('(t))(qu('(t)));so the required equation is _q = _'(t)fu('(t))(q):



176 CHAPTER 12. PONTRYAGIN MAXIMUM PRINCIPLENow consider along with the initial control system_q = fu(q); u 2 U;an extended system of the form_q = vfu(q); u 2 U; jv � 1j < �; (12.16)where � = "=t1 2 (0; 1). Admissible controls of the new system arew(t) = (v(t); u(t));and the reference control corresponding to the control ~u(�) of the initial systemis ~w(t) = (1; ~u(t)):It is easy to see that since ~q(t1) 2 @ �[jt�t1j<"Aq0 (t)�, then the trajectory ofthe new system through the point q0 corresponding to the control ~w(�) comesat the moment t1 to the boundary of the attainable set of the new system fortime t1. Thus ~w(t) satis�es PMP with �xed time. We apply Theorem 12.1 tothe new system (12:16). The Hamiltonian for the new system is vhu(�). Thenthe maximality condition (12:5) reads1 � h~u(t)(�t) = maxu2U; jv�1j<� vhu(�t):We take u = ~u(t) under the maximum and obtainh~u(t)(�t) = 0;then we restrict the maximum to the set v = 1 and come toh~u(t)(�t) = maxu2U hu(�t):The Hamiltonian systems along ~w(�) and ~u(�) coincide one with another, thusthe proposition follows.12.4 PMP for optimal control problemsNow we apply PMP in geometric form to optimal control problems, startingfrom problems with �xed time.For a control system _q = fu(q); q 2M; u 2 U; (12.17)with the boundary conditionsq(0) = q0; q(t1) = q1; q0; q1 2M �xed; (12.18)t1 > 0 �xed; (12.19)



12.4. PMP FOR OPTIMAL CONTROL PROBLEMS 177and the cost functional J(u) = Z t10 '(qu(t); u(t)) dt (12.20)we consider the optimal control problemJ(u)! min : (12.21)We transform the problem as in Sec. 10.2. We extend the state space:bq = � yq � 2 R�M;de�ne the extended vector �eld bfu 2 Vec(R�M ):bfu(q) = � '(q; u)fu(q) � ;and come to the new control system:d bqd t = bfu(q) , ( _y = '(q; u);_q = fu(q) (12.22)with the boundary conditionsbq(0) = bq0 = � 0q0 � ; bq(t1) = � J(u)q1 � :If a control ~u(�) is optimal for problem (12:17){(12:21), then the trajectory bq~u(t)of the extended system (12:22) starting from bq0 satis�es the conditionbq~u(t1) 2 @ bAbq0 (t1);where bAbq0(t1) is the attainable set of system (12:22) from the point bq0 for timet1. So we can apply Theorem 12.1.But the geometric form of PMP applied to the extended system (12:22)does not distinguish minimum and maximum of the cost J(u). In order to haveconditions valid only for minimum, we introduce a new control parameter v andconsider a new system of the form( _y = '(q; u) + v;_q = fu(q); v � 0; u 2 U: (12.23)Now the trajectory of system (12:23) corresponding to the controls ~v(t) � 0,~u(t), comes to the boundary of the attainable set of this system at time t1. Weapply Theorem 12.1 to system (12:23). We haveT(y;q)(R�M ) = R� TqM;T �(y;q)(R�M ) = R� T �qM = f(�; �)g:



178 CHAPTER 12. PONTRYAGIN MAXIMUM PRINCIPLEThe Hamiltonian function for system (12:23) has the formbh(v;u)(�; �) = h�; fui + �('+ v);and the Hamiltonian system of PMP is8><>: _� = @ bh@ y = 0;_y = '(q; u) + v;_� = ~h~u(t)(�; �): (12.24)Here ~hu(�; �) is the Hamiltonian vector �eld with the Hamiltonian functionhu(�; �) = h�; fui+ �':The �rst of equations (12:24) means that� = constalong the reference trajectory.The maximality condition has the formh�t; f~u(t)i+ �'(~q(t); ~u(t)) = maxu2U; v�0 (h�t; fui+ �'(~q(t); u) + �v) :Since the previous maximum is attained, we have� � 0;thus we can set v = 0 in the right-hand side of the maximality condition:h�t; f~u(t)i+ �'(~q(t); ~u(t)) = maxu2U (h�t; fui + �'(~q(t); u)) :So we proved the following statement.Theorem 12.3. Let ~u(t), t 2 [0; t1], be an optimal control for problem (12:17){(12:21): J(~u) = minfJ(u) j qu(t1) = q1g:De�ne a Hamiltonian functionh�u(�) = h�; fui+ �'(q; u); � 2 T �qM; u 2 U; � 2 R:Then there exists a nontrivial pair:(�; �t) 6= 0; � 2 R; �t 2 T �~q(t)M;such that the following conditions hold:_�t = ~h�~u(t)(�t);h�~u(t)(�t) = maxu2U h�u(�t) 8 a.e. t 2 [0; t1];� � 0:



12.4. PMP FOR OPTIMAL CONTROL PROBLEMS 179Remarks. (1) If we have a maximization problem instead of minimization prob-lem (12:21), then the preceding inequality for � should be reversed:� � 0:(2) For the problem with free time t1: (12:17), (12:18), (12:20), (12:21),necessary optimality conditions of PMP are the same as in Theorem 12.3 plusone additional scalar equality h�~u(t)(�t) � 0 (exercise).There are two distinct possibilities for the constant parameter � in Theo-rem 12.3:(a) if � 6= 0, then the curve �t is called a normal extremal . Since the pair (�; �t)can be multiplied by any positive number, we can normalize � < 0 and assumethat � = �1 in the normal case;(b) if � = 0, then �t is an abnormal extremal .So we can always assume that � = �1 or 0.Now consider the time-optimal problem:_q = fu(q); q 2M; u 2 U;q(0) = q0; q(t1) = q1; q0; q1 �xed;t1 = Z t10 1 dt! min :For the time-optimal problem, Pontryagin Maximum Principle takes thefollowing form.Corollary 12.1. Let an admissible control ~u(t), t 2 [0; t1], be time-optimal.De�ne a Hamiltonian functionhu(�) = h�; fui; � 2 T �qM; u 2 U:Then there exists a Lipschitzian curve�t 2 T �M; �t 6= 0; t 2 [0; t1];such that the following conditions hold for almost all t 2 [0; t1]:_�t = ~h~u(t)(�t);h~u(t)(�t) = maxu2U hu(�t);h~u(t)(�t) � 0: (12.25)Proof. Apply Theorem 12.3 and the second remark after it, taking ' � 1. Thenthe Hamiltonian system and the maximality condition follow. Inequality (12:25)is equivalent to conditions h~u(t)(�t) + � = 0 and � � 0.The inequality �t 6= 0 is obtained as follows: if �t = 0, then h~u(t)(�t) = 0,thus � = 0. But the pair (�; �t) must be nontrivial, consequently, �t 6= 0.



180 CHAPTER 12. PONTRYAGIN MAXIMUM PRINCIPLE12.5 PMP with general boundary conditionsIn this section we prove versions of Pontryagin Maximum Principle for optimalcontrol problems in which boundary points of trajectories belong to prescribedmanifolds.First consider the following problem:_q = fu(q); q 2M; u 2 U � Rm; (12.26)q(0) 2 N0; q(t1) 2 N1; (12.27)t1 > 0 �xed; (12.28)J(u) = Z t10 '(q(t); u(t)) dt! min : (12.29)Here N0 and N1 are given immersed submanifolds of the state space M . So theboundary points q(0) and q(t1) are not �xed as before, but should belong to N0and N1 respectively.If a trajectory ~q(t) is optimal for this problem, then it is optimal as wellfor the problem with the �xed boundary points ~q(0), ~q(t1) considered in Sec-tion 12.4. Consequently, the statement of Theorem 12.3 should be satis�edfor ~q(t). But now we need additional conditions that select boundary points~q(0) 2 N0 and ~q(t1) 2 N1. It is reasonable to expect that they should bedetermined by (dimN0 + dimN1) scalar equalities. Such conditions can eas-ily be formulated in the Hamiltonian framework, they are called transversalityconditions, see (12:34) below.Theorem 12.4. Let ~u(t), t 2 [0; t1], be an optimal control in problem (12:26){(12:29). De�ne a family of Hamiltonians:h�u(�) = h�; fu(q)i + �'(q; u); � 2 T �qM; q 2M; � 2 R; u 2 U:Then there exists a Lipschitzian curve �t 2 T �~q(t)M , t 2 [0; t1], and a number� 2 R such that: _�t =�!h�~u(t) (�t); (12.30)h�~u(t)(�t) = maxu2U h�u(�t); (12.31)(�t; �) 6� (0; 0); t 2 [0; t1]; (12.32)� � 0; (12.33)�0 ? T~q(0)N0; �t1 ? T~q(t1)N1: (12.34)Remarks. (1) Any linear functional on a linear space acts naturally on a sub-space by restriction, so transversality conditions (12:34) read respectively asfollows: h�0; vi = 0; v 2 T~q(0)N0;h�t1 ; wi = 0; w 2 T~q(t1)N1:



12.5. PMP WITH GENERAL BOUNDARY CONDITIONS 181
N0 N1��0 �t1~q(0) ~q(t1)Figure 12.2: Transversality conditions (12:34)(2) The problem with free time: (12:26), (12:27), (12:29), is reduced to thecase of �xed t1 in the same way as in Section 12.4, so for this problem holds theprevious theorem with the additional condition h�~u(t)(�t) � 0.Now we prove Theorem 12.4.Proof. The scheme of proof of PMP developed in Theorems 12.1, 12.3 can beapplied to much more general problems after appropriate modi�cations. Nowwe only indicate how the proofs of these theorems should be changed in orderto cover the new boundary conditions q(0) 2 N0, q(t1) 2 N1.(1) First consider the special case where the initial point is �xed: letN0 = fq0gfor some point q0 2M .As in the proof of Theorem 12.3, we introduce an extended system onR�M :bq = � yq � 2 R�M;bfu(q) = � '(q; u) + vfu(q) � 2 T(y;bq)(R�M ) = R� TqM;d bqd t = bfu(q) , ( _y = '(q; u) + v;_q = fu(q); (12.35)bq(0) = bq0 = � 0q0 � :Further, in the case of �xed terminal point q(t1), the necessary condition foroptimality of the trajectory q~u(t) was the following:bq1 2 @ bAbq0 (t1): (12.36)Here bA is the attainable set of the extended system (12:35) and bq1 = bq~u(t1).



182 CHAPTER 12. PONTRYAGIN MAXIMUM PRINCIPLENow, when the target manifold N1 is not a point, we should modify theargument. In a sense, we reduce the target manifold to a point de�ning itlocally by an equation � = 0. Choose a submersion� : Oq~u(t1) ! Rp; p = dimM � dimN1;of a small neighborhood Oq~u(t1) �M , so that��1(0) = N1 \Oq~u(t1) :Further, extend the submersion: de�ne the mappingb� : R� Oq~u(t1) ! R1+p; b�� yq � = � y�(q) � :Since the control ~u(t) is optimal in our problem (12:26){(12:29), thenb�(bq1) 2 @b�( bAbq0(t1)): (12.37)So we replace the necessary optimality condition (12:36) by (12:37) and returnto the scheme of proof of Theorems 12.1, 12.3.Take any k 2 N and any needle-like variation (12:14) of the optimal control:us(t); s 2 Rk+; u0(t) = ~u(t); t 2 [0; t1]:De�ne the mappingsG : Rk! R�M; G(s) = bqus(t1) = bq0 � �!exp Z t10 bfus(t) dt; (12.38)F : Rk! R1+p; F (s) = b�(G(s)) = bq0 � �!exp Z t10 bfus(t) dt � b�: (12.39)Then it follows from inclusion (12:37) thatb�(bq1) = F (0) 2 @F (Rk+): (12.40)By Lemma 12.1,F 00(Rk+) = cone� @ F@ si ����0 j i = 1; : : : ; k� 6= R1+p;thus there exists a plane of support, i.e.,9 b� 2 �R1+p�� ; b� 6= 0;such that �b�; @ F@ si ����0� � 0; i = 1; : : : ; k: (12.41)



12.5. PMP WITH GENERAL BOUNDARY CONDITIONS 183We compute the derivative by the chain rule:@ F@ si ����0 = b�� @ G@ si ����0 ; (12.42)and rewrite inequalities (12:41) as follows:�b��b�; @ G@ si ����0� = �b�; b�� @ G@ si ����0� � 0; i = 1; : : : ; k: (12.43)Then we denote the covectorb�t1 = b��b� = � ��t1 � 2 Tbq1 (R�M ) (12.44)and obtain conclusions (12:30){(12:33) in the same way as in Theorem 12.3. Theonly distinction now is that the covector b�t1 is not arbitrary: equality (12:44)implies the second of the transversality conditions (12:34). Indeed, we have�t1 = ���; � 2 (Rp)� ;thus h�t1 ; Tq~u(t1)N1i = h���; Tq~u(t1)N1i = h�;��Tq~u(t1)N1| {z }=0 i = 0:The �rst transversality condition (12:34) is now trivially satis�ed, so the proofof this theorem in the case N0 = fq0g is complete.(2) Let now the initial manifold N0 be an arbitrary immersed submanifoldof M . We can modify the scheme presented above to cover this case as well.Since now the initial point q(0) is not �xed, we add variations of q(0).Replace mappings (12:38), (12:39) by the following ones:G : N0 �Rk! R�M; G(q; s) = bq � �!exp Z t10 bfus(t) dt;F : N0 �Rk! R1+p; F (q; s) = b�(G(q; s)) = bq � �!exp Z t10 bfus(t) dt � b�;where bq = (0; q) 2 R�M . Then the necessary optimality condition (12:40) isreplaced by the inclusion F (~q(0); 0) 2 @F (N0 �Rk+): (12.45)Apply Lemma 12.1 to restriction of the mapping F to the spaceRm �= O~q(0) �Rk; m = l + k; l = dimN0;where O~q(0) � N0 is a small neighborhood of ~q(0). By the remark afterLemma 12.1, inclusion (12:45) implies thatF 0(~q(0);0)(Rl�Rk+) 6= R1+p;



184 CHAPTER 12. PONTRYAGIN MAXIMUM PRINCIPLEi.e., there exists a covectorb� 2 �R1+p�� ; b� 6= 0; b� = � �� � ;such that �b�; @ F@ q v� � 0; v 2 T~q(0)N0;�b�; @ F@ si� � 0; i = 1; : : : ; k: (12.46)In the �rst inequality v belongs to a linear space, thus it turns into equality:�b�; @ F@ q v� = 0; v 2 T~q(0)N0: (12.47)Compute by Leibniz rule the partial derivative:@ F@ q ����(~q(0);0) : T~q(0)N0 ! R1+p;@ F@ q ����(~q(0);0) v = � 0v �� �!exp Z t10 bf~u(t) dt � b� = � 0v � P t1 �� �= � 0��P t1� v � ; v 2 T~q(0)N0:Here we applied formula (2:19) to the owP t1 = �!exp Z t10 f~u(t) dt:Then conditions (12:47), (12:46) read as follows:
�;��P t1� v� = 0; v 2 T~q(0)N0; (12.48)*b��b�; @ G@ si ����(~q(0);0)+ � 0; i = 1; : : : ; k:As before, introduce the covector b�t1 = (�; �t1) by equality (12:44), thenconclusions (12:30){(12:33) of this theorem and the second transversality con-dition (12:34) follow.The �rst transversality condition is also satis�ed: equality (12:48) can berewritten as 
�t1 ; P t1� v� = 0; v 2 T~q(0)N0:But �0 = P �t1�t1 , thush�0; vi = 
P �t1�t1 ; v� = 0; v 2 T~q(0)N0:The theorem is completely proved.



12.5. PMP WITH GENERAL BOUNDARY CONDITIONS 185Now consider even more general problem with mixed boundary conditions,see inclusion (12:50) below. Pontryagin Maximum Principle easily generalizesto this case, both in formulation and in proof.We study optimal control problem of the form:_q = fu(q); q 2M; u 2 U � Rm; (12.49)(q(0); q(t1)) 2 N �M �M; (12.50)t1 > 0 �xed; (12.51)J(u) = Z t10 '(q(t); u(t)) dt! min; (12.52)where N is a smooth immersed submanifold of M �M .Theorem 12.5. Let ~u be an optimal control in problem (12:49){(12:52). Thenthere hold all statements of Theorem 12:4 except its transversality condition(12:34), which is replaced now by the relation(��0; �t1) ? T(~q(0);~q(t1))N: (12.53)Remarks. (1) We identifyT �(q0;q1)(M �M ) �= T �q0M � T �q1M;so the transversality condition (12:53) makes sense.(2) An important particular case of mixed boundary conditions (12:50) isthe case of periodic trajectories: q(t1) = q(0): (12.54)Indeed, then N = � def= f(q; q) j q 2Mg �M �M; (12.55)the diagonal of the product M � M . In this case the transversality condi-tion (12:53) readsh(��0; �t1); (v; v)i = �h�0; vi+ h�t1 ; vi = 0; v 2 Tq(0)M = Tq(t1)M;i.e., �0 = �t1 :That is, an optimal trajectory in the problem with periodic boundary conditi-ons (12:54) possesses a periodic Hamiltonian lift (extremal).Now we prove Theorem 12.5.Proof. We reduce our problem to the case of separated boundary conditions byintroducing an auxiliary problem on M �M :( _x = 0;_q = fu(q); (x; q) 2M �M; u 2 U;(x(0); q(0)) 2 �; (x(t1); q(t1)) 2 N;



186 CHAPTER 12. PONTRYAGIN MAXIMUM PRINCIPLE(the diagonal � is de�ned in (12:55) above)J(u) = Z t10 '(q(t); u(t)) dt! min :It is obvious that this problem is equivalent to our problem (12:49){(12:52).We apply a version of PMP (Theorem 12.4) to the auxiliary problem. TheHamiltonian is the same as for the initial problem:h�u(�; �) = h�u(�) = h�; fu(q)i + �'(q; u); (�; �) 2 T �M � T �M:The corresponding Hamiltonian system is( _�t = 0;_�t =�!h�~u(t) (�t): (12.56)All required statements of PMP obviously follow, we should only check transver-sality conditions.At the initial instant t = 0 the �rst of conditions (12:34) reads:h(�0; �0); (v; v)i = h�0; vi+ h�0; vi = 0; v 2 T~q(0)M;i.e., �0 + �0 = 0;or, taking into account the �rst of equations (12:56),�t1 = ��0:And at the terminal instant t = t1:(�t1 ; �t1) ? T(~x(t1);~q(t1))N;that is, (��0; �t1) ? T(~q(0);~q(t1))N;which is the required transversality condition (12:53).Remarks. (1) Needless to say, if the terminal time t1 is free, then one shouldadd to statements of Theorem 12.5 the additional equality h�~u(t)(�t) � 0.(2) Pontryagin Maximum Principle withstands further generalizations towider classes of cost functionals and boundary conditions. After certain modi-�cations of argument, the general scheme provides necessary optimality condi-tions for more general problems.



Chapter 13Examples of optimal controlproblemsIn this chapter we apply Pontryagin Maximum Principle to solve concrete opti-mal control problems.13.1 The fastest stop of a train at a stationConsider a train moving on a railway. The problem is to drive the train to astation and stop it there in a minimal time.Describe position of the train by a coordinate x1 on the real line; the origin0 2 Rcorresponds to the station. Assume that the train moves without friction,and we can control acceleration of the train by applying a force bounded byabsolute value. Using rescaling if necessary, we can assume that absolute valueof acceleration is bounded by 1.We obtain the control system�x1 = u; x1 2 R; juj � 1;or, in the standard form,( _x1 = x2;_x2 = u; x = � x1x2 � 2 R2; juj � 1: (13.1)The time-optimal control problem isx(0) = x0; x(t1) = 0; (13.2)t1 ! min : (13.3)First we verify existence of optimal controls by Filippov's theorem. The setof control parameters U = [�1; 1] is compact, the vector �elds in the right-hand187



188 CHAPTER 13. EXAMPLES OF OPTIMAL CONTROL PROBLEMSside f(x; u) = � x2u � ; juj � 1;are linear, and the set of admissible velocities at a pointf(x; U ) = ff(x; u) j juj � 1gis convex. By Corollary 10.2, the time-optimal control problem has a solutionif the origin 0 2 R2 is attainable from the initial point x0. We will show thatany point x 2 R2 can be connected with the origin by an extremal curve.Now we apply Pontryagin Maximum Principle. Introduce canonical coordi-nates on the cotangent bundle:M = R2;T �M = T �R2 = R2��R2 = �� = (�; x) j x = � x1x2 � ; � = (�1; �2)� :The control-dependent Hamiltonian function of PMP ishu(�; x) = (�1; �2)� x2u � = �1x2 + �2u;and the corresponding Hamiltonian system has the form8><>: _x = @ hu@ � ;_� = �@ hu@ x :In coordinates this system splits into two independent subsystems:( _x1 = x2;_x2 = u; ( _�1 = 0;_�2 = ��1: (13.4)By PMP, if a control ~u(�) is time-optimal, then the Hamiltonian system has anontrivial solution (�(t); x(t)), �(t) 6� 0, such thath~u(t)(�(t); x(t)) = maxjuj�1hu(�(t); x(t)) � 0:From this maximality condition, if �2(t) 6= 0, then ~u(t) = sgn �2(t). Notice thatthe maximized Hamiltonianmaxjuj�1hu(�; x) = �1x2 + j�2jis not smooth. So we cannot apply Proposition 12.1, but we can obtain descrip-tion of optimal controls directly from Pontryagin Maximum Principle, withoutpreliminary maximization of Hamiltonian.



13.1. THE FASTEST STOP OF A TRAIN AT A STATION 189Since ��2 = 0;then �2 is linear: �2(t) = �+ �t; �; � = const;hence the optimal control has the form~u(t) = sgn(�+ �t):So ~u(t) is piecewise constant, takes only the extremal values �1, and has notmore than one switching (discontinuity point).New we �nd all trajectories x(t) that correspond to such controls and cometo the origin. For controls u = �1, the �rst of subsystems (13:4) reads( _x1 = x2;_x2 = �1:Trajectories of this system satisfy the equationd x1d x2 = �x2;thus are parabolas of the formx1 = �x222 +C; C = const :First we �nd trajectories from this family that come to the origin withoutswitchings: these are two semiparabolasx1 = x222 ; x2 < 0; _x2 > 0; (13.5)and x1 = �x222 ; x2 > 0; _x2 < 0; (13.6)for u = +1 and �1 respectively.Now we �nd all extremal trajectories with one switching. Let (x1s; x2s) 2R2 be a switching point for anyone of curves (13:5), (13:6). Then extremaltrajectories with one switching coming to the origin have the formx1 = 8<: �x22=2 + x22s=2 + x1s; x2 > x2s; _x2 < 0;x22=2 0 > x2 > x2s; _x2 > 0; (13.7)and x1 = 8<: x22=2� x22s=2 + x1s; x2 < x2s; _x2 > 0;�x22=2 0 < x2 < x2s; _x2 < 0: (13.8)



190 CHAPTER 13. EXAMPLES OF OPTIMAL CONTROL PROBLEMSIt is easy to see that through any point (x1; x2) of the plane passes exactlyone curve of the forms (13:5){(13:8). So for any point of the plane there existsexactly one extremal trajectory steering this point to the origin. Since optimaltrajectories exist, then the solutions found are optimal. The general view of theoptimal synthesis is shown at �g. 13.1.
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u = 1Figure 13.1: Optimal synthesis in problem (13:1){(13:3)13.2 Control of a linear oscillatorConsider a linear oscillator whose motion can be controlled by force bounded inabsolute value. The corresponding control system (after appropriate rescaling)is �x1 + x1 = u; juj � 1; x1 2 R;or, in the canonical form:( _x1 = x2;_x2 = �x1 + u; juj � 1; � x1x2 � 2 R2: (13.9)We consider the time-optimal problem for this system:x(0) = x0; x(t1) = 0; (13.10)t1 ! min : (13.11)



13.2. CONTROL OF A LINEAR OSCILLATOR 191By Filippov's theorem, optimal control exists. Similarly to the previousproblem, we apply Pontryagin Maximum Principle: the Hamiltonian functionis hu(�; x) = �1x2 � �2x1 + �2u; (�; x) 2 T �R2 = R2��R2;and the Hamiltonian system reads( _x1 = x2;_x2 = �x1 + u; ( _�1 = �2;_�2 = ��1:The maximality condition of PMP yields�2(t)~u(t) = maxjuj�1�2(t)u;thus optimal controls satisfy the condition~u(t) = sgn �2(t) if �2(t) 6= 0:For the variable �2 we have the ODE��2 = ��2;hence �2 = � sin(t+ �); �; � = const :Notice that � 6= 0: indeed, if �2 � 0, then �1 = � _�2(t) � 0, thus �(t) =(�1(t); �2(t)) � 0, which is impossible by PMP. Consequently,~u(t) = sgn(� sin(t + �)):This equality yields a complete description of possible structure of optimal con-trol. The interval between successive switching points of ~u(t) has the length �.Let � 2 [0; �) be the �rst switching point of ~u(t). Then~u(t) = � sgn ~u(0); t 2 [0; � )[ [� + �; � + 2�) [ [� + 3�; � + 4�) [ : : :� sgn ~u(0); t 2 [�; � + �) [ [� + 2�; � + 3�) [ : : :That is, ~u(t) is parametrized by two numbers: the �rst switching time � 2 [0; �)and the initial sign sgn ~u(0) 2 f�1g.Optimal control ~u(t) takes only the extremal values �1. Thus optimal tra-jectories (x1(t); x2(t)) consist of pieces that satisfy the system( _x1 = x2;_x2 = �x1 � 1; (13.12)i.e., arcs of the circles(x1 � 1)2 + x22 = C; C = const;



192 CHAPTER 13. EXAMPLES OF OPTIMAL CONTROL PROBLEMSpassed clockwise.Now we describe all optimal trajectories coming to the origin. Let  be anysuch trajectory. If  has no switchings, then it is an arc belonging to one of thesemicircles (x1 � 1)2 + x22 = 1; x2 � 0; (13.13)(x1 + 1)2 + x22 = 1; x2 � 0 (13.14)and containing the origin. If  has switchings, then the last switching can occurat any point of these semicircles except the origin. Assume that  has the lastswitching on semicircle (13:13). Then the part of  before the last switching andafter the next to last switching is a semicircle of the circle (x1 + 1)2 + x22 = Cpassing through the last switching point. The next to last switching of  occurson the curve obtained by rotation of semicircle (13:13) around the point (�1; 0)in the plane (x1; x2) by the angle �, i.e., on the semicircle(x1 + 3)2 + x22 = 1; x2 � 0: (13.15)To obtain the geometric locus of the previous switching of , we have to ro-tate semicircle (13:15) around the point (1; 0) by the angle �; we come to thesemicircle (x1 � 5)2 + x22 = 1; x2 � 0:The previous switching of  takes place on the semicircle(x1 + 7)2 + x22 = 1; x2 � 0;and so on.The case when the last switching of  occurs on semicircle (13:14) is obtainedfrom the case just considered by the central symmetry of the plane (x1; x2) w.r.t.the origin: (x1; x2) 7! (�x1;�x2). Then the successive switchings of  (in thereverse order starting from the end) occur on the semicircles(x1 + 1)2 + x22 = 1; x2 � 0;(x1 � 3)2 + x22 = 1; x2 � 0;(x1 + 5)2 + x22 = 1; x2 � 0;(x1 � 7)2 + x22 = 1; x2 � 0;etc. We obtained the switching curve in the plane (x1; x2):(x1 � (2k � 1))2 + x22 = 1; x2 � 0; k 2 N;(x1 + (2k � 1))2 + x22 = 1; x2 � 0; k 2 N: (13.16)This switching curve divides the plane (x1; x2) into two parts. Any extremal tra-jectory (x1(t); x2(t)) in the upper part of the plane is a solution of ODE (13:12)with �1 in the second equation, and in the lower part it is a solution of (13:12)with +1. For any point of the plane (x1; x2) there exists exactly one curve of



13.3. THE CHEAPEST STOP OF A TRAIN 193this family of extremal trajectories that comes to the origin (it has the form ofa \spiral" with a �nite number of switchings). Since optimal trajectories exist,the constructed extremal trajectories are optimal.The time-optimal control problem is solved: in the part of the plane (x1; x2)over the switching curve (13:16) the optimal control is ~u = �1, and below thiscurve ~u = +1. Through any point of the plane passes one optimal trajectorywhich corresponds to this optimal control rule. After �nite number of switch-ings, any optimal trajectory comes to the origin. The general view of the optimalsynthesis is shown at �g. 13.2.
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u = 1Figure 13.2: Optimal synthesis in problem (13:9){(13:11)Now we consider optimal control problems with the same dynamics as in theprevious two sections, but with another cost functional.13.3 The cheapest stop of a trainAs in Section 13.1, we control motion of a train. Now the goal is to stop thetrain at a �xed instant of time with a minimum expenditure of energy, which isassumed proportional to the integral of squared acceleration.



194 CHAPTER 13. EXAMPLES OF OPTIMAL CONTROL PROBLEMSSo the optimal control problem is as follows:( _x1 = x2;_x2 = u; x = � x1x2 � 2 R2; u 2 R;x(0) = x0; x(t1) = 0; t1 �xed;12 Z t10 u2 dt! min :Filippov's theorem cannot be applied directly since the right-hand side ofthe control system is not compact. Although, one can choose a new time t 7!12 R t0 u2(� ) d� + C and obtain a bounded right-hand side, then compactify itand apply Filippov's theorem. In such a way existence of optimal control canbe proved. See also the general theory of linear quadratic problems below inChapter 16.To �nd optimal control, we apply PMP. The Hamiltonian function ish�u(�; x) = �1x2 + �2u+ �2u2; (�; x) 2 R2��R2:Along optimal trajectories � � 0; � = const :From the Hamiltonian system of PMP, we have( _�1 = 0;_�2 = ��1: (13.17)Consider �rst the case of abnormal extremals:� = 0:The triple (�1; �2; �) must be nonzero, thus�2(t) 6� 0:But the maximality condition of PMP yields~u(t)�2(t) = maxu2Ru �2(t): (13.18)Since �2(t) 6= 0, the maximum above does not exist. Consequently, there are noabnormal extremals.Consider the normal case: � 6= 0, we can take � = �1. The normal Hamil-tonian function is hu(�; x) = h�1u (�; x) = �1x2 + �2u� 12u2:



13.4. CONTROL OF A LINEAR OSCILLATOR WITH COST 195Maximality condition of PMP is equivalent to @ hu@ u = 0, thus~u(t) = �2(t)along optimal trajectories. Taking into account system (13:17), we concludethat optimal control is linear:~u(t) = �t+ �; �; � = const :The maximized Hamiltonian functionH(�; x) = maxu hu(�; x) = �1x2 + 12�22is smooth. That is why optimal trajectories satisfy the Hamiltonian system8>>><>>>: _x1 = x2;_x2 = �2;_�1 = 0;_�2 = ��1:For the variable x1 we obtain the boundary value problemx(4)1 = 0;x1(0) = x01; _x1(0) = x02; x1(t1) = 0; _x1(t1) = 0: (13.19)For any (x01; x02), there exists exactly one solution x1(t) of this problem | acubic spline. The function x2(t) is found from the equation x2 = _x1.So through any initial point x0 2 R2 passes a unique extremal trajectoryarriving at the origin. It is a curve (x1(t); x2(t)), t 2 [0; t1], where x1(t) is a cubicpolynomial that satis�es the boundary conditions (13:19), and x2(t) = _x1(t). Inview of existence, this is an optimal trajectory.13.4 Control of a linear oscillator with costWe control a linear oscillator, say a pendulum with a small amplitude, by anunbounded force u, but take into account expenditure of energy measured bythe integral 12 R t10 u2(t) dt. The optimal control problem reads( _x1 = x2;_x2 = �x1 + u; x = � x1x2 � 2 R2; u 2 R;x(0) = x0; x(t1) = 0; t1 �xed;12 Z t10 u2 dt! min :



196 CHAPTER 13. EXAMPLES OF OPTIMAL CONTROL PROBLEMSExistence of optimal control can be proved by the same argument as in theprevious section.The Hamiltonian function of PMP ish�u(�; x) = �1x2 � �2x1 + �2u+ �2u2:The corresponding Hamiltonian system yields( _�1 = �2;_�2 = ��1:In the same way as in the previous problem, we show that there are no ab-normal extremals, thus we can assume � = �1. Then the maximality conditionyields ~u(t) = �2(t):In particular, optimal control is a harmonic:~u(t) = � sin(t+ �); �; � = const :The system of ODEs for extremal trajectories( _x1 = x2;_x2 = �x1 + � sin(t+ �)is solved explicitly:x1(t) = ��2 t cos(t+ �) + a sin(t + b);x2(t) = �2 t sin(t+ �) � �2 cos(t+ �) + a cos(t+ b); a; b 2 R: (13.20)Exercise 13.1. Show that exactly one extremal trajectory of the form (13:20)satis�es the boundary conditions.In view of existence, these extremal trajectories are optimal.13.5 Dubins carIn this section we study a time-optimal problem for a system called Dubins car ,see equations (13:21) below. This system was �rst considered by A.A. Markovback in 1887 [110].Consider a car moving in the plane. The car can move forward with a�xed linear velocity and simultaneously rotate with a bounded angular velocity.Given initial and terminal position and orientation of the car in the plane, theproblem is to drive the car from the initial con�guration to the terminal one fora minimal time.



13.5. DUBINS CAR 197Admissible paths of the car are curves with bounded curvature. Suppose thatcurves are parametrized by length, then our problem can be stated geometrically.Given two points in the plane and two unit velocity vectors attached respectivelyat these points, one has to �nd a curve in the plane that starts at the �rst pointwith the �rst velocity vector and comes to the second point with the secondvelocity vector, has curvature bounded by a given constant, and has the minimallength among all such curves.Remark. If curvature is unbounded, then the problem, in general, has no solu-tions. Indeed, the in�mum of lengths of all curves that satisfy the boundaryconditions without bound on curvature is the distance between the initial andterminal points: the segment of the straight line through these points can beapproximated by smooth curves with the required boundary conditions. Butthis in�mum is not attained when the boundary velocity vectors do not lie onthe line through the boundary points and are not collinear one to another.After rescaling, we obtain a time-optimal problem for a nonlinear system:8><>: _x1 = cos �;_x2 = sin �;_� = u; (13.21)x = (x1; x2) 2 R2; � 2 S1; juj � 1;x(0); �(0); x(t1); �(t1) �xed;t1 ! min :Existence of solutions is guaranteed by Filippov's Theorem. We apply Pon-tryagin Maximum Principle.We have (x1; x2; �) 2 M = R2x � S1� , let (�1; �2; �) be the correspondingcoordinates of the adjoint vector. Then� = (x; �; �; �) 2 T �M;and the control-dependent Hamiltonian ishu(�) = �1 cos � + �2 sin � + �u:The Hamiltonian system of PMP yields_� = 0; (13.22)_� = �1 sin � � �2 cos �; (13.23)and the maximality condition reads�(t)u(t) = maxjuj�1�(t)u: (13.24)Equation (13:22) means that � is constant along optimal trajectories, thus theright-hand side of (13:23) can be rewritten as�1 sin � � �2 cos � = � sin(� + �); �; � = const; � =q�21 + �22 � 0:(13.25)



198 CHAPTER 13. EXAMPLES OF OPTIMAL CONTROL PROBLEMSSo the Hamiltonian system of PMP (13:21){(13:23) yields the following system:( _� = � sin(� + �);_� = u:Maximality condition (13:24) implies thatu(t) = sgn�(t) if �(t) 6= 0: (13.26)If � = 0, then (�1; �2) � 0 and � = const 6= 0, thus u = const = �1. So thecurve x(t) is an arc of a circle of radius 1.Let � 6= 0, then in view of (13:25), we have � > 0. Conditions (13:22),(13:23), (13:24) are preserved if the adjoint vector (�; �) is multiplied by anypositive constant. Thus we can choose (�; �) such that � =p�21 + �22 = 1. Thatis why we suppose in the sequel that� = 1:Condition (13:26) means that behavior of sign of the function �(t) is crucialfor the structure of optimal control. We consider several possibilities for �(t).(0) If the function �(t) does not vanish on the segment [0; t1], then theoptimal control is constant:u(t) = const = �1; t 2 [0; t1]; (13.27)and the optimal trajectory x(t), t 2 [0; t1], is an arc of a circle. Notice thatan optimal trajectory cannot contain a full circle: a circle can be eliminatedso that the resulting trajectory satisfy the same boundary conditions and isshorter. Thus controls (13:27) can be optimal only if t1 < 2�.In the sequel we can assume that the setN = f� 2 [0; t1] j �(� ) 6= 0gdoes not coincide with the whole segment [0; t1]. Since N is open, it is a unionof open intervals in [0; t1], plus, may be, semiopen intervals of the form [0; �1),(�2; t1].(1) Suppose that the set N contains an interval of the form(�1; �2) � [0; t1]; �1 < �2: (13.28)We can assume that the interval (�1; �2) is maximal w.r.t. inclusion:�(�1) = �(�2) = 0; �j(�1;�2) 6= 0:From PMP we have the inequalityhu(t)(�(t)) = cos(�(t) + �) + �(t)u(t) � 0:Thus cos(�(�1) + �) � 0:



13.5. DUBINS CAR 199This inequality means that the angleb� = �(�1) + �satis�es the inclusion b� 2 h0; �2 i[ �3�2 ; 2�� :Consider �rst the case b� 2 �0; �2 i :Then _�(�1) = sin b� > 0, thus at �1 control switches from �1 to +1, so_�(t) = u(t) � 1; t 2 (�1; �2):We evaluate the distance �2 � �1. Since�(�2) = Z �2�1 sin(b� + � � �1) d� = 0;then �2 � �1 = 2(� � b�), thus �2 � �1 2 [�; 2�): (13.29)In the case b� 2 �3�2 ; 2��inclusion (13:29) is proved similarly, and in the case b� = 0 we obtain no optimalcontrols (the curve x(t) contains a full circle, which can be eliminated).Inclusion (13:29) means that successive roots �1, �2 of the function �(t)cannot be arbitrarily close one to another. Moreover, the previous argumentshows that at such instants �i optimal control switches from one extremal valueto another, and along any optimal trajectory the distance between any successiveswitchings �i, �i+1 is the same.So in case (1) an optimal control can only have the formu(t) = � "; t 2 (�2k�1; �2k);�"; t 2 (�2k; �2k+1); (13.30)" = �1;�i+1 � �i = const 2 [�; 2�); i = 1; : : : ; n� 1; (13.31)�1 2 (0; 2�);here we do not indicate values of u in the intervals before the �rst switching,t 2 (0; �1), and after the last switching, t 2 (�n; t1). For such trajectories,control takes only extremal values �1 and the number of switchings is �nite onany compact time segment. Such a control is called bang-bang .Controls u(t) given by (13:30), (13:31) satisfy PMP for arbitrarily large t,but they are not optimal if the number of switchings is n > 3. Indeed, suppose



200 CHAPTER 13. EXAMPLES OF OPTIMAL CONTROL PROBLEMSthat such a control has at least 4 switchings. Then the piece of trajectoryx(t), t 2 [�1; �4], is a concatenation of three arcs of circles corresponding to thesegments of time [�1; �2], [�2; �3], [�3; �4] with�4 � �3 = �3 � �2 = �2 � �1 2 [�; 2�):Draw the segment of line~x(t); t 2 [(�1 + �2)=2; (�3 + �4)=2] ; ����d ~xd t ���� � 1;the common tangent to the �rst and third circles through the points x ((�1 + �2)=2)and x ((�3 + �4)=2), see �g. 13.3. Then the curvey(t) = � x(t); t =2 [(�1 + �2)=2; (�3 + �4)=2] ;~x(t); t 2 [(�1 + �2)=2; (�3 + �4)=2] ;is an admissible trajectory and shorter than x(t). We proved that optimalbang-bang control can have not more than 3 switchings.x(t) ~x(t)Figure 13.3: Elimination of 4 switchings(2) It remains to consider the case where the set N does not contain intervalsof the form (13:28). Then N consists of at most two semiopen intervals:N = [0; �1) [ (�2; t1]; �1 � �2;where one or both intervals may be absent. If �1 = �2, then the function �(t)has a unique root on the segment [0; t1], and the corresponding optimal controlis determined by condition (13:26). Otherwise�1 < �2;and �j[0;�1) 6= 0; �j[�1;�2 ] � 0; �j(�2;t1] 6= 0: (13.32)



13.5. DUBINS CAR 201In this case the maximality condition of PMP (13:26) does not determine op-timal control u(t) uniquely since the maximum is attained for more than onevalue of control parameter u. Such a control is called singular . Nevertheless,singular controls in this problem can be determined from PMP. Indeed, thefollowing identities hold on the interval (�1; �2):_� = sin(� + �) = 0 ) � + � = �k ) � = const ) u = 0:Consequently, if an optimal trajectory x(t) has a singular piece, which is aline, then �1 and �2 are the only switching times of the optimal control. Thenuj(0;�1) = const = �1; uj(�2;t1) = const = �1;and the whole trajectory x(t), t 2 [0; t1], is a concatenation of an arc of a circleof radius 1 x(t); u(t) = �1; t 2 [0; �1];a line x(t); u(t) = 0; t 2 [�1; �2];and one more arc of a circle of radius 1x(t); u(t) = �1; t 2 [�2; t1]:So optimal trajectories in the problem have one of the following two types:(1) concatenation of a bang-bang piece (arc of a circle, u = �1), a singularpiece (segment of a line, u = 0), and a bang-bang piece, or(2) concatenation of bang-bang pieces with not more than 3 switchings, thearcs of circles between switchings having the same central angle 2 [�; 2�).If boundary points x(0), x(t1) are su�ciently far one from another, thenthey can be connected only by trajectories containing singular piece. For suchboundary points, we obtain a simple algorithm for construction of an optimaltrajectory. Through each of the points x(0) and x(t1), construct a pair of circlesof radius 1 tangent respectively to the velocity vectors _x(0) = (cos �(0); sin �(0))and _x(t1) = (cos �(t1); sin �(t1)). Then draw common tangents to the circles atx(0) and x(t1) respectively, so that direction of motion along these tangents wascompatible with direction of rotation along the circles determined by the bound-ary velocity vectors _x(0) and _x(t1), see �g. 13.4. Finally, choose the shortestcurve among the candidates obtained. This curve is the optimal trajectory.



202 CHAPTER 13. EXAMPLES OF OPTIMAL CONTROL PROBLEMS
_x(0)x(0) x(t1)_x(t1)Figure 13.4: Construction of the shortest motion for far boundary points



Chapter 14Hamiltonian systems withconvex HamiltoniansA well-known theorem states that if a level surface of a Hamiltonian is convex,then it contains a periodic trajectory of the Hamiltonian system [143], [148].In this chapter we prove a more general statement as an application of optimalcontrol theory for linear systems.Theorem 14.1. Let S be a strongly convex compact subset of Rn, n even, andlet the boundary of S be a level surface of a Hamiltonian H 2 C1(Rn). Thenfor any vector v 2 Rn there exists a chord in S parallel to v such that there existsa trajectory of the Hamiltonian system _x = ~H(x) passing through the endpointsof the chord.We assume here that Rn is endowed with the standard symplectic structure�(x; x) = hx; Jxi; J = � 0 Id� Id 0 � ;i.e., the Hamiltonian vector �eld corresponding to a Hamiltonian H has theform ~H = J gradH.The theorem on periodic trajectories of Hamiltonian systems is a particularcase of the previous theorem with v = 0. Now we prove Th. 14.1.Proof. Without loss of generality, we can assume that 0 2 intS.Consider the polar of the set S:S� = fu 2 Rn j supx2Shu; xi � 1g:It follows from the separation theorem that(S�)� = S; 0 2 intS�;and that S� is a strongly convex compact subset of Rn.203



204 CHAPTER 14. CONVEX HAMILTONIANSIntroduce the following linear optimal control problem:_x = u; u 2 S�; x 2 Rn;x(0) = a; x(1) = b;Z 10 hx; Jui dt! min : (14.1)Here a and b are any points in S� su�ciently close to the origin and such thatthe vector J(b � a) is parallel to v. By Filippov's theorem, this problem hasoptimal solutions. We use these solutions in order to construct the requiredtrajectory of the Hamiltonian system on @S.The control-dependent Hamiltonian of PMP has the form:h�u(p; x) = pu+ �hx; Jui:We show �rst that abnormal trajectories cannot be optimal. Let � = 0.Then the adjoint equation is _p = 0, thusp = p0 = const :The maximality condition of PMP readsp0u(t) = maxv2S� p0v:Since the polar S� is strictly convex, thenu(t) = const; u(t) 2 @S� :Consequently, abnormal trajectories are lines with velocities separated fromzero. For points a, b su�ciently close to the origin, abnormal trajectories cannotmeet the boundary conditions.Thus optimal trajectories are normal, so we can set � = �1. The normalHamiltonian is hu(p; x) = pu� hx; Jui;and the corresponding Hamiltonian system reads( _p = Ju;_x = u:The normal Hamiltonian can be written ashu(p; x) = hy; ui;y = p+ Jx;where the vector y satis�es the equation_y = 2Ju:



205Along a normal trajectoryhu(t)(p(t); x(t)) = hy(t); u(t)i = maxv2S�hy(t); vi = C = const : (14.2)Consider �rst the case C 6= 0, thus C > 0. Thenz(t) = 1Cy(t) 2 (S�)� = S;i.e., z(t) 2 S. Moreover, z(t) 2 @S and the vector u(t) is a normal to @S at thepoint z(t). Consequently, the curve z(t) is, up to reparametrization, a trajectoryof the Hamiltonian �eld ~H = J gradH. Compute the boundary conditions:p(1)� p(0) = J(x(1)� x(0));y(1) � y(0) = 2J(x(1)� x(0)) = 2J(b� a);z(1)� z(0) = 2CJ(b� a):Thus z(t) is the required trajectory: the chord z(1) � z(0) is parallel to thevector v.In order to complete the proof, we show now that the case C = 0 in (14:2)is impossible. Indeed, if C = 0, then y(t) � 0, thus u(t) � 0. If a 6= b, thenthe boundary conditions for x are not satis�ed. And if a = b, then the pair(u(t); x(t)) � (0; 0) does not realize minimum of functional (14:1), which cantake negative values: for any admissible 1-periodic trajectory x(t), the trajectoryx̂(t) = x(1� t) is periodic with the costZ 10 hx̂; J _̂xi dx = � Z 10 hx; Jui dx:
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Chapter 15Linear time-optimalproblem15.1 Problem statementIn this chapter we study the following optimal control problem:_x = Ax+Bu; x 2 Rn; u 2 U � Rm;x(0) = x0; x(t1) = x1; x0; x1 2 Rn �xed;t1 ! min; (15.1)where U is a compact convex polytope inRm, andA and B are constant matricesof order n�n and n�m respectively. Such problem is called linear time-optimalproblem.The polytope U is the convex hull of a �nite number of points a1; : : : ; ak inRm: U = convfa1; : : : ; akg:We assume that the points ai do not belong to the convex hull of all the restpoints aj, j 6= i, so that each ai is a vertex of the polytope U .In the sequel we assume the following General Position Condition:For any edge [ai; aj] of U , the vector eij = aj � ai satis�es the equalityspan(Beij ; ABeij; : : : ; An�1Beij) = Rn: (15.2)This condition means that no vector Beij belongs to a proper invariantsubspace of the matrix A. By Theorem 3.1, this is equivalent to controllabilityof the linear system _x = Ax+ Bu with the set of control parameters u 2 Reij.Condition (15:2) can be achieved by a small perturbation of matrices A;B.We already considered examples of linear time-optimal problems in Sec-tions 13.1, 13.2. Here we study the structure of optimal control, prove itsuniqueness, evaluate the number of switchings.207



208 CHAPTER 15. LINEAR TIME-OPTIMAL PROBLEMExistence of optimal control for any points x0, x1 such that x1 2 A(x0) isguaranteed by Filippov's theorem. Notice that for the analogous problem withan unbounded set of control parameters, optimal control may not exist: it iseasy to show this using linearity of the system.Before proceeding with the study of linear time-optimal problems, we recallsome basic facts on polytopes.15.2 Geometry of polytopesThe convex hull of a �nite number of points a1; : : : ; ak 2 Rm is the setU = convfa1; : : : ; akg def= ( kXi=1 �iai j �i � 0; kXi=1 �i = 1) :An a�ne hyperplane in Rm is a set of the form� = fu 2 Rm j h�; ui = cg; � 2 Rm� n f0g; c 2 R:A hyperplane of support to a polytope U is a hyperplane � such thath�; ui � c 8u 2 Ufor the covector � and number c that de�ne �, and this inequality turns intoequality at some point u 2 @U , i.e., � \ U 6= ;.a1 a2a3 a4
� �UFigure 15.1: Polytope U with hyperplane of support �A polytope U = convfa1; : : : ; akg intersects with any its hyperplane of sup-port � = fu j h�; ui = cg by another polytope:U \� = convfai1; : : : ; ailg;h�; ai1i = � � � = h�; aili = c;h�; aji < c; j =2 fi1; : : : ; ilg:



15.3. BANG-BANG THEOREM 209Such polytopes U \� are called faces of the polytope U . Zero-dimensional andone-dimensional faces are called respectively vertices and edges. A polytope hasa �nite number of faces, each of which is the convex hull of a �nite numberof vertices. A face of a face is a face of the initial polytope. Boundary of apolytope is a union of all its faces. This is a straightforward corollary of theseparation theorem for convex sets (or the Hahn-Banach Theorem).15.3 Bang-bang theoremOptimal control in the linear time-optimal problem is bang-bang, i.e., it is piece-wise constant and takes values in vertices of the polytope U .Theorem 15.1. Let u(t), 0 � t � t1, be an optimal control in the linear time-optimal control problem (15:1). Then there exists a �nite subsetT � [0; t1]; #T <1;such that u(t) 2 fa1; : : : ; akg; t 2 [0; t1] n T ; (15.3)and restriction u(t)jt2[0;t1]nT is locally constant.Proof. Apply Pontryagin Maximum Principle to the linear time-optimal prob-lem (15:1). State and adjoint vectors arex = 0B@ x1...xn 1CA 2 Rn; � = (�1; : : : ; �n) 2 Rn�;and a point in the cotangent bundle is� = (�; x) 2 Rn��Rn = T �Rn:The control-dependent Hamiltonian ishu(�; x) = �Ax+ �Bu(we multiply rows by columns). The Hamiltonian system and maximality con-dition of PMP take the form:( _x = Ax+Bu;_� = ��A;�(t) 6= 0;�(t)Bu(t) = maxu2U �(t)Bu: (15.4)The Hamiltonian system implies that adjoint vector�(t) = �(0)e�tA; �(0) 6= 0; (15.5)



210 CHAPTER 15. LINEAR TIME-OPTIMAL PROBLEMis analytic along the optimal trajectory.Consider the set of indices corresponding to vertices where maximum (15:4)is attained:J(t) = �1 � j � k j �(t)Baj = maxu2U �(t)Bu = maxf�(t)Bai j i = 1; : : : ; kg� :At each instant t the linear function �(t)B attains maximum at vertices of thepolytope U . We show that this maximum is attained at one vertex alwaysexcept a �nite number of moments.De�ne the set T = ft 2 [0; t1] j #J(t) > 1g:By contradiction, suppose that T is in�nite: there exists a sequence of distinctmoments f�1; : : : ; �n; : : :g � T :Since there is a �nite number of choices for the subset J(�n) � f1; : : : ; kg, wecan assume, without loss of generality, thatJ(�1) = J(�2) = � � � = J(�n) = � � � :Denote J = J(�i).Further, since the convex hullconvfaj j j 2 Jgis a face of U , then there exist indices j1; j2 2 J such that the segment [aj1 ; aj2]is an edge of U . We have�(�i)Baj1 = �(�i)Baj2 ; i = 1; 2; : : : :For the vector e = aj2 � aj1 we obtain�(�i)Be = 0; i = 1; 2; : : : :But �(�i) = �(0)e��iA by (15:5), so the analytic functiont 7! �(0)e�tABehas an in�nite number of zeros on the segment [0; t1], thus it is identically zero:�(0)e�tABe � 0:We di�erentiate this identity successively at t = 0 and obtain�(0)Be = 0; �(0)ABe = 0; : : : ; �(0)An�1Be = 0:By General Position Condition (15:2), we have �(0) = 0, a contradiction to (15:5).So the set T is �nite.



15.4. UNIQUENESS OF OPTIMAL CONTROLS AND EXTREMALS 211Out of the set T , the function �(t)B attains maximum on U at one vertexaj(t), fj(t)g = J(t), thus the optimal control u(t) takes value in the vertex aj(t).Condition (15:3) follows. Further,�(t)Baj(t) > �(t)Bai; i 6= j(t):But all functions t 7! �(t)Bai are continuous, so the preceding inequality preser-ves for instants close to t. The function t 7! j(t) is locally constant on [0; t1]nT ,thus the optimal control u(t) is also locally constant on [0; t1] n T .In the sequel we will need the following statement proved in the precedingargument.Corollary 15.1. Let �(t), t 2 [0; t1], be a nonzero solution of the adjoint equa-tion _� = ��A. Then everywhere in the segment [0; t1], except a �nite number ofpoints, there exists a unique control u(t) 2 U such that �(t)Bu(t) = maxu2U �(t)Bu.15.4 Uniqueness of optimal controls and extre-malsTheorem 15.2. Let the terminal point x1 be reachable from the initial pointx0: x1 2 A(x0):Then linear time-optimal control problem (15:1) has a unique solution.Proof. As we already noticed, existence of an optimal control follows from Fil-ippov's Theorem.Suppose that there exist two optimal controls: u1(t), u2(t), t 2 [0; t1]. ByCauchy's formula: x(t1) = et1A�x0 + Z t10 e�tABu(t) dt� ;we obtainet1A�x0 + Z t10 e�tABu1(t) dt� = et1A�x0 + Z t10 e�tABu2(t) dt� ;thus Z t10 e�tABu1(t) dt = Z t10 e�tABu2(t) dt: (15.6)Let �1(t) = �1(0)e�tA be the adjoint vector corresponding by PMP to the controlu1(t). Then equality (15:6) can be written in the formZ t10 �1(t)Bu1(t) dt = Z t10 �1(t)Bu2(t) dt: (15.7)



212 CHAPTER 15. LINEAR TIME-OPTIMAL PROBLEMBy the maximality condition of PMP�1(t)Bu1(t) = maxu2U �1(t)Bu;thus �1(t)Bu1(t) � �1(t)Bu2(t):But this inequality together with equality (15:7) implies that almost everywhereon [0; t1] �1(t)Bu1(t) = �1(t)Bu2(t):By Corollary 15.1, u1(t) � u2(t)almost everywhere on [0; t1].So for linear time-optimal problem, optimal control is unique. The standardprocedure to �nd the optimal control for a given pair of boundary points x0, x1is to �nd all extremals (�(t); x(t)) steering x0 to x1 and then to seek for the bestamong them. In the examples considered in Sections 13.1, 13.2, there was oneextremal for each pair x0, x1 with x1 = 0. We prove now that this is a generalproperty of linear time-optimal problems.Theorem 15.3. Let x1 = 0 2 A(x0) and 0 2 U n fa1; : : : ; akg. Then thereexists a unique control u(t) that steers x0 to 0 and satis�es Pontryagin MaximumPrinciple.Proof. Assume that there exist two controlsu1(t); t 2 [0; t1]; and u2(t); t 2 [0; t2];that steer x0 to 0 and satisfy PMP.If t1 = t2, then the argument of the proof of preceding theorem shows thatu1(t) � u2(t) a.e., so we can assume thatt1 > t2:Cauchy's formula gives et1A�x0 + Z t10 e�tABu1(t) dt� = 0;et2A�x0 + Z t20 e�tABu2(t) dt� = 0;thus Z t10 e�tABu1(t) dt = Z t20 e�tABu2(t) dt: (15.8)



15.4. UNIQUENESS OF OPTIMAL CONTROLS AND EXTREMALS 213According to PMP, there exists an adjoint vector �1(t), t 2 [0; t1], such that�1(t) = �1(0)e�tA; �1(0) 6= 0; (15.9)�1(t)Bu1(t) = maxu2U �1(t)Bu: (15.10)Since 0 2 U , then �1(t)Bu1(t) � 0; t 2 [0; t1]: (15.11)Equality (15:8) can be rewritten asZ t10 �1(t)Bu1(t) dt = Z t20 �1(t)Bu2(t) dt: (15.12)Taking into account inequality (15:11), we obtainZ t20 �1(t)Bu1(t) dt � Z t20 �1(t)Bu2(t) dt: (15.13)But maximality condition (15:10) implies that�1(t)Bu1(t) � �1(t)Bu2(t); t 2 [0; t2]: (15.14)Now inequalities (15:13) and (15:14) are compatible only if�1(t)Bu1(t) = �1(t)Bu2(t); t 2 [0; t2];thus inequality (15:13) should turn into equality. In view of (15:12), we haveZ t2t1 �1(t)Bu1(t) dt = 0:Since the integrand is nonnegative, see (15:11), then it vanishes identically:�1(t)Bu1(t) � 0; t 2 [t1; t2]:By the argument of Theorem 15.1, the control u1(t) is bang-bang, so there existsan interval I � [t1; t2] such thatu1(t)jI � aj 6= 0:Thus �1(t)Baj � 0; t 2 I:But �1(t)0 � 0, this is a contradiction with uniqueness of the control for whichmaximum in PMP is obtained, see Corollary 15.1.



214 CHAPTER 15. LINEAR TIME-OPTIMAL PROBLEM15.5 Switchings of optimal controlNow we evaluate the number of switchings of optimal control in linear time-optimal problems. In the examples of Sections 13.1, 13.2 we had respectivelyone switching and an arbitrarily large number of switchings, although �nite onany segment. It turns out that in general there are two cases: non-oscillating andoscillating, depending on whether the matrix A of the control system has realspectrum or not. Recall that in the example with one switching, Section 13.1,we had A = � 0 10 0 � ; Sp(A) = f0g � R;and in the example with arbitrarily large number of switchings, Section 13.2,A = � 0 1�1 0 � ; Sp(A) = f�ig 6� R:We consider systems with scalar control:_x = Ax + ub; u 2 U = [�; �] � R; x 2 Rn;under the General Position Conditionspan(b; Ab; : : : ; An�1b) = Rn:Then attainable set of the system is full-dimensional for arbitrarily small times.We can evaluate the minimal number of switchings necessary to �ll a full-dimensional domain. Optimal control is piecewise constant with values inf�; �g. Assume that we start from the initial point x0 with the control �.Without switchings we �ll a piece of a 1-dimensional curve e(Ax+�b)tx0, with1 switching we �ll a piece of a 2-dimensional surface e(Ax+�b)t2 � e(Ax+�b)t1x0,with 2 switchings we can attain points in a 3-dimensional surface, etc. So theminimal number of switchings required to reach an n-dimensional domain isn � 1.We prove now that in the non-oscillating case we never need more than n�1switchings of optimal control.Theorem 15.4. Assume that the matrix A has only real eigenvalues:Sp(A) � R:Then any optimal control in linear time-optimal problem (15:1) has no morethan n� 1 switchings.Proof. Let u(t) be an optimal control and �(t) = �(0)e�tA the correspondingsolution of the adjoint equation _� = ��A. The maximality condition of PMPreads �(t)bu(t) = maxu2[�;�] �(t)bu;



15.5. SWITCHINGS OF OPTIMAL CONTROL 215thus u(t) = (� if �(t)b > 0;� if �(t)b < 0:So the number of switchings of the control u(t), t 2 [0; t1], is equal to the numberof changes of sign of the functiony(t) = �(t)b; t 2 [0; t1]:We show that y(t) has not more than n� 1 real roots.Derivatives of the adjoint vector have the form�(k)(t) = �(0)e�tA(�A)k:By Cayley Theorem, the matrix A satis�es its characteristic equation:An + c1An�1 + � � �+ cn Id = 0;where det(t Id�A) = tn + c1tn�1 + � � �+ cn;thus (�A)n � c1(�A)n�1 + � � �+ (�1)ncn Id = 0:Then the function y(t) satis�es an n-th order ODE:y(n)(t)� c1y(n�1)(t) + � � �+ (�1)ncny(t) = 0: (15.15)It is well known (see e.g. [137]) that any solution of this equation is aquasipolynomial: y(t) = kXi=1 e��itPi(t);Pi(t) a polynomial;�i 6= �j for i 6= j;where �i are eigenvalues of the matrix A and degree of each polynomial Pi isless than multiplicity of the corresponding eigenvalue �i, thuskXi=1 degPi � n� k:Now the statement of this theorem follows from the next general lemma.Lemma 15.1. A quasipolynomialy(t) = kXi=1 e�itPi(t); kXi=1 degPi � n� k; (15.16)�i 6= �j for i 6= j;has no more than n� 1 real roots.



216 CHAPTER 15. LINEAR TIME-OPTIMAL PROBLEMProof. Apply induction on k.If k = 1, then a quasipolynomialy(t) = e�tP (t); degP � n� 1;has no more than n� 1 roots.We prove the induction step for k > 1. Denoteni = degPi; i = 1; : : : ; k:Suppose that the quasipolynomial y(t) has n real roots. Rewrite the equationy(t) = k�1Xi=1 e�itPi(t) + e�ktPk(t) = 0as follows: k�1Xi=1 e(�i��k)tPi(t) + Pk(t) = 0: (15.17)The quasipolynomial in the left-hand side has n roots. We di�erentiate thisquasipolynomial successively (nk+1) times so that the polynomial Pk(t) disap-pear. After (nk + 1) di�erentiations we obtain a quasipolynomialk�1Xi=1 e(�i��k)tQi(t); degQi � degPi;which has (n � nk � 1) real roots by Rolle's Theorem. But by induction as-sumption the maximal possible number of real roots of this quasipolynomialis k�1Xi=1 ni + k � 2 < n� nk � 1:The contradiction �nishes the proof of the lemma.So we completed the proof of Theorem 15.4: in the non-oscillating case anoptimal control has no more than n� 1 switchings on the whole domain (recallthat n � 1 switchings are always necessary even on short time segments sincethe attainable sets Aq0 (t) are full-dimensional for all t > 0).For an arbitrary matrix A, one can obtain the upper bound of (n � 1)switchings for su�ciently short intervals of time.Theorem 15.5. Consider the characteristic polynomial of the matrix A:det(t Id�A) = tn + c1tn�1 + � � �+ cn;and let c = max1�i�n jcij:



15.5. SWITCHINGS OF OPTIMAL CONTROL 217Then for any time-optimal control u(t) and any �t 2 R, the real segment��t; �t+ ln�1 + 1c��contains not more than (n� 1) switchings of an optimal control u(t).In the proof of this theorem we will require the following general proposition,which we learned from S. Yakovenko.Lemma 15.2. Consider an ODEy(n) + c1(t)y(n�1) + � � �+ cn(t)y = 0with measurable and bounded coe�cients:ci = maxt2[�t;�t+�] jci(t)j:If nXi=1 ci �ii! < 1; (15.18)then any nonzero solution y(t) of the ODE has not more than n � 1 roots onthe segment t 2 [�t; �t+ �].Proof. By contradiction, suppose that the function y(t) has at least n roots onthe segment t 2 [�t; �t+ �]. By Rolle's Theorem, derivative _y(t) has not less thann� 1 roots, etc. Then y(n�1)(t) has a root tn�1 2 [�t; �t+ �]. Thusy(n�1)(t) = Z ttn�1 y(n)(� ) d�:Let tn�2 2 [�t; �t+ �] be a root of y(n�2)(t), theny(n�2)(t) = Z ttn�2 d�1 Z �1tn�1 y(n)(�2) d�2:We continue this procedure by integrating y(n�i+1)(t) from a root tn�i 2 [�t; �t+�]of y(n�i)(t) and obtainy(n�i)(t) = Z ttn�i d�1 Z �1tn�i+1 d�2 � � � Z �i�1tn�1 y(n)(�i) d�i; i = 1; : : : ; n:There holds a bound:���y(n�i)(t)��� � Z ttn�i d�1 Z �1tn�i+1 d�2 � � � Z �i�1tn�1 ���y(n)(�i)��� d�i� Z �t+��t d�1 Z �1�t d�2 � � � Z �i�1�t ���y(n)(�i)��� d�i� �ii! supt2[�t;�t+�] ���y(n)(t)��� :



218 CHAPTER 15. LINEAR TIME-OPTIMAL PROBLEMThen����� nXi=1 ci(t)y(n�i)(t)����� � nXi=1 jci(t)j ���y(n�i)(t)��� � nXi=1 ci �ii! supt2[�t;�t+�] ���y(n)(t)��� ;i.e., ���y(n)(t)��� � nXi=1 ci �ii! supt2[�t;�t+�] ���y(n)(t)��� ;a contradiction with (15:18). The lemma is proved.Now we prove Theorem 15.5.Proof. As we showed in the proof of Theorem 15.4, the number of switchings ofu(t) is not more than the number of roots of the function y(t) = �(t)b, whichsatis�es ODE (15:15).We have nXi=1 jcij�ii! < c(e� � 1) 8� > 0:By Lemma 15.2, if c(e� � 1) � 1; (15.19)then the function y(t) has not more than n � 1 real roots on any interval oflength �. But inequality (15:19) is equivalent to the following one:� � ln�1 + 1c� ;so y(t) has not more than n�1 roots on any interval of the length ln �1 + 1c�.



Chapter 16Linear-quadratic problem16.1 Problem statementIn this chapter we study a class of optimal control problems very popular inapplications, linear-quadratic problems. That is, we consider linear systemswith quadratic cost functional:_x = Ax +Bu; x 2 Rn; u 2 Rm; (16.1)x(0) = x0; x(t1) = x1; x0; x1; t1 �xed;J(u) = 12 Z t10 hRu(t); u(t)i+ hPx(t); u(t)i+ hQx(t); x(t)i dt! min :Here A, B, R, P , Q are constant matrices of appropriate dimensions, R and Qare symmetric: R� = R; Q� = Q;and angle brackets h�; �i denote the standard inner product in Rm and Rn.One can show that the condition R � 0 is necessary for existence of optimalcontrol. We do not touch here the case of degenerate R and assume that R > 0.The substitution of variables u 7! v = R1=2u transforms the functional J(u) to asimilar functional with the identity matrix instead of R. That is why we assumein the sequel that R = Id. A linear feedback transformation kills the matrix P(exercise: �nd this transformation). So we can write the cost functional asfollows: J(u) = 12 Z t10 ju(t)j2 + hQx(t); x(t)i dt:For dynamics of the problem, we assume that the linear system is control-lable: rank(B;AB; : : : ; An�1B) = n: (16.2)219



220 CHAPTER 16. LINEAR-QUADRATIC PROBLEM16.2 Existence of optimal controlSince the set of control parameters U = Rm is noncompact, Filippov's Theoremdoes not apply, and existence of optimal controls in linear-quadratic problemsis a nontrivial problem.In this chapter we assume that admissible controls are square-integrable:u 2 Lm2 [0; t1]and use the Lm2 norm for controls:kuk = �Z t10 ju(t)j2 dt�1=2 = �Z t10 u21(t) + � � �+ u2m(t) dt�1=2 :Consider the set of all admissible controls that steer the initial point to theterminal one: U(x0; x1) = fu 2 Lm2 [0; t1] j x(t1; u; x0) = x1g :We denote by x(t; u; x0) the trajectory of system (16:1) corresponding to anadmissible control u 2 Lm2 starting at a point x0 2 Rn. By Cauchy's formula,the endpoint mappingu 7! x(t1; u; x0) = et1Ax0 + Z t10 e(t1��)ABu(� ) d�is an a�ne mapping from Lm2 [0; t1] to Rn. Controllability of the linear sys-tem (16:1) means that for any x0 2 Rn, t1 > 0, the image of the endpointmapping is the whole Rn. The subspaceU(x0; x1) � Lm2 [0; t1]is a�ne, the subspace U(0; 0) � Lm2 [0; t1]is linear, moreover,U(x0; x1) = u+ U(0; 0) for any u 2 U(x0; x1):Thus it is natural that existence of optimal controls is closely related to behaviorof the cost functional J(u) on the linear subspace U(0; 0).Proposition 16.1. (1) If there exist points x0; x1 2 Rn such thatinfu2U(x0;x1)J(u) > �1; (16.3)then J(u) � 0 8u 2 U(0; 0):



16.2. EXISTENCE OF OPTIMAL CONTROL 221(2) Conversely, if J(u) > 0 8u 2 U(0; 0) n 0;then the minimum is attained:9 minu2U(x0;x1) J(u) 8x0; x1 2 Rn:Remark. That is, the inequality J jU(0;0) � 0is necessary for existence of optimal controls at least for one pair (x0; x1), andthe strict inequality J jU(0;0)n0 > 0is su�cient for existence of optimal controls for all pairs (x0; x1).In the proof of Proposition 16.1, we will need the following auxiliary propo-sition.Lemma 16.1. If J(v) > 0 for all v 2 U(0; 0) n 0, thenJ(v) � �kvk2 for some � > 0 and all v 2 U(0; 0);or, which is equivalent,inffJ(v) j kvk = 1; v 2 U(0; 0)g > 0:Proof. Let vn be a minimizing sequence of the functional J(v) on the spherefkvk = 1g \ U(0; 0). Closed balls in Hilbert spaces are weakly compact, thuswe can �nd a subsequence weakly converging in the unit ball and preserve thenotation vn for its terms, so thatvn ! bv weakly as n!1; kbvk � 1; bv 2 U(0; 0);J(vn)! inffJ(v) j kvk = 1; v 2 U(0; 0)g; n!1: (16.4)We have J(vn) = 12 + 12 Z t10 hQxn(� ); xn(� )i d�:Since the controls converge weakly, then the corresponding trajectories convergestrongly: xn(�)! xbv(�); n!1;thus J(vn)! 12 + 12 Z t10 hQxbv(� ); xbv(� )i d�; n!1:In view of (16:4), the in�mum in question is equal to12 + 12 Z t10 hQxbv(� ); xbv(� )i d� = 12 �1� kbvk2�+ J(bv) > 0:



222 CHAPTER 16. LINEAR-QUADRATIC PROBLEMNow we prove Proposition 16.1.Proof. (1) By contradiction, suppose that there exists v 2 U(0; 0) such thatJ(v) < 0. Take any u 2 U(x0; x1), then u+ sv 2 U(x0; x1) for any s 2 R.Let y(t), t 2 [0; t1], be the solution to the Cauchy problem_y = Ay +Bv; y(0) = 0;and let J(u; v) = 12 Z t10 hu(� ); v(� )i + hQx(� ); y(� )i d�:Then the quadratic functional J on the family of controls u + sv, s 2 R, iscomputed as follows:J(u+ sv) = J(u) + 2sJ(u; v) + s2J(v):Since J(v) < 0, then J(u + sv) ! �1 as s ! 1. The contradiction withhypothesis (16:3) proves item (1).(2) We have J(u) = 12kuk2 + 12 Z t10 hQx(� ); x(� )i d�:The norm kuk is lower semicontinuous in the weak topology on Lm2 , and thefunctional R t10 hQx(� ); x(� )i d� is weakly continuous on Lm2 . Thus J(u) is weaklylower semicontinuous on Lm2 . Since balls are weakly compact in Lm2 and thea�ne subspace U(x0; x1) is weakly compact, it is enough to prove that J(u)!1 when u!1, u 2 U(x0; x1).Take any control u 2 U(x0; x1). Then any control from U(x0; x1) has theform u+ v for some v 2 U(0; 0). We haveJ(u+ v) = J(u) + 2kvkJ �u; vkvk�+ J(v):Denote J(u) = C0. Further, ���J �u; vkvk���� � C1 = const for all v 2 U(0; 0) n0. Finally, by Lemma 16.1, J(v) � �kvk2, � > 0, for all v 2 U(0; 0) n 0.Consequently,J(u+ v) � C0 � 2kvkC1 + �kvk2 !1; v !1; v 2 U(0; 0):Item (2) of this proposition follows.So we reduced the question of existence of optimal controls in linear-qua-dratic problems to the study of the restriction J jU(0;0). We will consider thisrestriction in detail in Section 16.4.



16.3. EXTREMALS 22316.3 ExtremalsWe cannot directly apply Pontryagin MaximumPrinciple to the linear-quadraticproblem since we have conditions for existence of optimal controls in Lm2 only,while PMP requires controls from Lm1. Although, suppose for a moment thatPMP is applicable to the linear-quadratic problem. It is easy to write equationsfor optimal controls and trajectories that follow from PMP, moreover, it isnatural to expect that such equations should hold true. Now we derive suchequations, and then substantiate them.So we write PMP for the linear-quadratic problem. The control-dependentHamiltonian ishu(�; x) = �Ax+ �Bu � �2 (juj2 + hQx; xi); x 2 Rn; � 2 Rn�:Consider �rst the abnormal case: � = 0. By PMP, adjoint vector along anextremal satis�es the ODE _� = ��A, thus �(t) = �(0)e�tA. The maximalitycondition implies that 0 � �(t)B = �(0)e�tAB. We di�erentiate this identityn � 1 times, take into account the controllability condition (16:2) and obtain�(0) = 0. This contradicts PMP, thus there are no abnormal extremals.In the normal case we can assume � = 1. Then the control-dependentHamiltonian takes the formhu(�; x) = �Ax+ �Bu � 12(juj2 + hQx; xi); x 2 Rn; � 2 Rn�:The term �Bu� 12 juj2 depending on u has a unique maximum in u 2 Rm at thepoint where @ hu@ u = �B � u� = 0;thus u = B���: (16.5)So the maximized Hamiltonian isH(�; x) = maxu2Rmhu(�; x) = �Ax� 12 hQx; xi+ 12 jB���j2= �Ax� 12 hQx; xi+ 12 jB�j2:The Hamiltonian function H(�; x) is smooth, thus normal extremals are solu-tions of the corresponding Hamiltonian system_x = Ax+ BB���; (16.6)_� = x�Q� �A: (16.7)Now we show that optimal controls and trajectories in the linear-quadraticproblem indeed satisfy equations (16:5){(16:7). Consider the extended system_x = Ax+ Bu;_y = 12(juj2 + hQx; xi);



224 CHAPTER 16. LINEAR-QUADRATIC PROBLEMand the corresponding endpoint mapping:F : u 7! (x(t1; u; x0); y(t1; u; 0)); F : Lm2 [0; t1]! Rn�R:This mapping can be written explicitly via Cauchy's formula:x(t1; u; x0) = et1A�x0 + Z t10 e�tABu(t) dt� ; (16.8)y(t1; u; 0) = 12 Z t10 ju(t)j2 + hQx(t); x(t)i dt: (16.9)Let ~u(�) be an optimal control and ~x(�) = x( � ; ~u; x0) the corresponding optimaltrajectory, then F (~u) 2 @ ImF:By implicit function theorem, the di�erentialD~uF : Lm2 [0; t1]! Rn�Ris not surjective, i.e., there exists a covector (�; �) 2 Rn��R�, (�; �) 6= 0, suchthat (�; �) ? D~uFv; v 2 Lm2 [0; t1]: (16.10)The di�erential of the endpoint mapping is found from the explicit formu-las (16:8), (16:9):D~uFv = �Z t10 e(t1�t)ABv(t) dt;Z t10 �~u(t) + Z t1t B�e(��t)A�Q~x(� ) d�; v(t)� dt� :Then the orthogonality condition (16:10) reads:Z t10 �B�e(t1�t)A��+ �~u(t) + � Z t1t B�e(��t)A�Q~x(� ) d�; v(t)� dt = 0;v 2 Lm2 [0; t1];that is,B�e(t1�t)A��+ �~u(t) + � Z t1t B�e(��t)A�Q~x(� ) d� � 0; t 2 [0; t1]: (16.11)The case � = 0 is impossible by condition (16:2). Denote  = ��=�, thenequality (16:11) reads ~u(t) = B���(t);



16.4. CONJUGATE POINTS 225where �(t) = �e(t1�t)A � Z t1t ~x�(� )Qe(��t)A dt: (16.12)So we proved equalities (16:5), (16:6). Di�erentiating (16:12), we arrive at thelast required equality (16:7).So we proved that optimal trajectories in the linear-quadratic problem areprojections of normal extremals of PMP (16:6), (16:7), while optimal controlsare given by (16:5). In particular, optimal trajectories and controls are analytic.16.4 Conjugate pointsNow we study conditions of existence and uniqueness of optimal controls depend-ing upon the terminal time. So we write the cost functional to be minimized asfollows: Jt(u) = 12 Z t0 ju(� )j2+ hQx(� ); x(� )i d�:Denote Ut(0; 0) = fu 2 Lm2 [0; t] j x(t; u; x0) = x1g ;�(t) def= inffJt(u) j u 2 Ut(0; 0); kuk = 1g: (16.13)We showed in Proposition 16.1 that if �(t) > 0 then the problem has solutionfor any boundary conditions, and if �(t) < 0 then there are no solutions for anyboundary conditions. The case �(t) = 0 is doubtful. Now we study propertiesof the function �(t) in detail.Proposition 16.2. (1) The function t 7! �(t) is monotone nonincreasing andcontinuous.(2) For any t > 0 there hold the inequalities1 � 2�(t) � 1� t22 e2tkAkkBk2kQk: (16.14)(3) If 1 > 2�(t), then the in�mum in (16:13) is attained, i.e., it is minimum.Proof. (3) Denote It(u) = 12 Z t0 hQx(� ); x(� )i d�;the functional It(u) is weakly continuous on Lm2 . Notice thatJt(u) = 12 + It(u) on the sphere kuk = 1:



226 CHAPTER 16. LINEAR-QUADRATIC PROBLEMTake a minimizing sequence of the functional It(u) on the sphere fkuk = 1g \Ut(0; 0). Since the ball fkuk � 1g is weakly compact, we can �nd a weaklyconverging subsequence:un! bu weakly as n!1; kbuk � 1; bu 2 Ut(0; 0);It(un)! It(bu) = inffIt(u) j kuk = 1; u 2 Ut(0; 0)g; n!1:If bu = 0, then It(bu) = 0, thus �(t) = 12 , which contradicts hypothesis of item (3).So bu 6= 0, It(bu) < 0, and It � bukbuk� � It(bu). Thus kbuk = 1, and Jt(u) attainsminimum on the sphere fkuk = 1g \ Ut(0; 0) at the point bu.(2) Let kuk = 1 and x0 = 0. By Cauchy's formula,x(t) = Z t0 e(t��)ABu(� ) d�;thus jx(t)j � Z t0 e(t��)kAkkBk � ju(� )j d�by Cauchy-Schwartz inequality� kuk�Z t0 e(t��)2kAkkBk2 d��1=2= �Z t0 e(t��)2kAkkBk2 d��1=2 :We substitute this estimate of x(t) into Jt and obtain the second inequalityin (16:14).The �rst inequality in (16:14) is obtained by considering a weakly convergingsequence un ! 0, n!1, in the sphere kunk = 1, un 2 Ut(0; 0).(1) Monotonicity of �(t). Take any t̂ > t. Then the space Ut(0; 0) is isomet-rically embedded into Ut̂(0; 0) by extending controls u 2 Ut(0; 0) by zero:u 2 Ut(0; 0) ) bu 2 Ut̂(0; 0);bu(� ) = � u(� ); � � t;0; � > t:Moreover, Jt̂(bu) = Jt(u):Thus �(t) = inffJt(u) j u 2 Ut(0; 0); kuk= 1g� inffJt̂(u) j u 2 Ut̂(0; 0); kuk= 1g = �(t̂):



16.4. CONJUGATE POINTS 227Continuity of �(t): we show separately continuity from the right and fromthe left.Continuity from the right. Let tn & t. We can assume that �(tn) < 12(otherwise �(tn) = �(t) = 12 ), thus minimum in (16:13) is attained:�(tn) = 12 + Itn(un); un 2 Utn(0; 0); kunk = 1:Extend the functions un 2 Lm2 [0; tn] to the segment [0; t1] by zero. Choosing aweakly converging subsequence in the unit ball, we can assume thatun ! u weakly as n!1; u 2 Ut(0; 0); kuk � 1;thus Itn(un)! It(u) � inffIt(v) j v 2 Ut(0; 0); kvk = 1g; tn & t:Then �(t) � 12 + limtn&t Itn(un) = limtn&t�(tn):By monotonicity of �, �(t) = limtn&t�(tn);i.e., continuity from the right is proved.Continuity from the left. We can assume that �(t) < 12 (otherwise �(� ) =�(t) = 12 for � < t). Thus minimum in (16:13) is attained:�(t) = 12 + It(bu); bu 2 Ut(0; 0); kbuk = 1:For the trajectory bx(� ) = x(�; bu; 0);we have bx(� ) = Z �0 e(���)ABbu(�) d�:Denote �(") = k buj[0;"] kand notice that �(")! 0; "! 0:Denote the ball B� = fu 2 Lm2 j kuk � �; u 2 U(0; 0)g:Obviously, x("; B�("); 0) 3 bx("):The mappingu 7! x("; u; 0) fromLm2 toRn is linear, and the system _x = Ax+Buis controllable, thus x("; B�("); 0) is a convex full-dimensional set inRn such thatthe positive cone generated by this set is the whole Rn. That is whyx("; 2B�("); 0) = 2x("; B�("); 0) � Ox(";B�(");0)



228 CHAPTER 16. LINEAR-QUADRATIC PROBLEMfor some neighborhood Ox(";B�(");0) of the set x("; B�("); 0). Further, there existsan instant t" > " such that bx(t") 2 x("; 2B�("); 0);consequently, bx(t") = x("; v"; 0); kv"k � 2�("):Notice that we can assume t" ! 0 as " ! 0. Consider the following family ofcontrols that approximate bu:u"(� ) = � v"(� ); 0 � � � ";bu(� + t" � "); " < � � t+ " � t":We have u" 2 Ut+"�t"(0; 0);kbu� u"k ! 0; "! 0:But t+ "� t" < t and � is nonincreasing, thus it is continuous from the left.Continuity from the right was already proved, hence � is continuous.Now we prove that the function � can have not more than one root.Proposition 16.3. If �(t) = 0 for some t > 0, then �(� ) < 0 for all � > t.Proof. Let �(t) = 0, t > 0. By Proposition 16.2, in�mum in (16:13) is attainedat some control bu 2 Ut(0; 0), kbuk = 1:�(t) = minfJt(u) j u 2 Ut(0; 0); kuk = 1g= Jt(bu) = 0:Then Jt(u) � Jt(bu) = 0 8u 2 Ut(0; 0);i.e., the control bu is optimal, thus it satis�es PMP. There exists a solution(�(� ); x(� )), � 2 [0; t], of the Hamiltonian system( _� = x�Q� �A;_x = Ax+ BB���;with the boundary conditions x(0) = x(t) = 0;and u(� ) = B���(� ); � 2 [0; t]:We proved that for any root t of the function �, any control u 2 Ut(0; 0),kuk = 1, with Jt(u) = 0 satis�es PMP.



16.4. CONJUGATE POINTS 229Now we prove that �(� ) < 0 for all � > t. By contradiction, suppose thatthe function � vanishes at some instant t0 > t. Since � is monotone, then�j[t;t0] � 0:Consequently, the controlu0(� ) = � bu(� ); � � t;0; � 2 [t; t0];satis�es the conditions: u0 2 Ut0(0; 0); ku0k = 1;Jt0(u0) = 0:Thus u0 satis�es PMP, i.e.,u0(� ) = B��0�(� ); � 2 [0; t0];is an analytic function. But u0j[t;t0] � 0, thus u0 � 0, a contradiction withku0k = 1.It would be nice to have a way to solve the equation �(t) = 0 withoutperforming the minimization procedure in (16:13). This can be done in termsof the following notion.De�nition 16.1. A point t > 0 is conjugate to 0 for the linear-quadratic prob-lem in question if there exists a nontrivial solution (�(� ); x(� )) of the Hamilto-nian system ( _� = x�Q� �A;_x = Ax+BB���such that x(0) = x(t) = 0.Proposition 16.4. The function � vanishes at a point t > 0 if and only if t isthe closest to 0 conjugate point.Proof. Let �(t) = 0, t > 0. First of all, t is conjugate to 0, we showed this inthe proof of Proposition 16.3.Suppose that t0 > 0 is conjugate to 0. Compute the functional Jt0 on thecorresponding control u(� ) = B���(� ), � 2 [0; t0]:Jt0(u) = 12 Z t00 hB���(� ); B���(� )i + hQx(� ); x(� )i d�= 12 Z t00 hBB���(� ); ��(� )i + hQx(� ); x(� )i d�= 12 Z t00 �(� )( _x(� )� Ax(� )) + x�(� )Qx(� ) d�= 12 Z t00 (� _x+ _�x) d�= 12(�(t0)x(t0) � �(0)x(0)) = 0:



230 CHAPTER 16. LINEAR-QUADRATIC PROBLEMThus �(t0) � Jt0 � ukuk� = 0. Now the result follows since � is nonincreasing.The �rst (closest to zero) conjugate point determines existence and unique-ness properties of optimal control in linear-quadratic problems.Before the �rst conjugate point, optimal control exists and is unique for anyboundary conditions (if there are two optimal controls, then their di�erencegives rise to a conjugate point).At the �rst conjugate point, there is existence and nonuniqueness for someboundary conditions, and nonexistence for other boundary conditions.And after the �rst conjugate point, the problem has no optimal solutions forany boundary conditions.



Chapter 17Su�cient optimalityconditions, Hamilton-Jacobiequation, and DynamicProgramming17.1 Su�cient optimality conditionsPontryagin MaximumPrinciple is a universal and powerful necessary optimalitycondition, but the theory of su�cient optimality conditions is not so complete.In this section we consider an approach to su�cient optimality conditions thatgeneralizes �elds of extremals of the Classical Calculus of Variations.Consider the following optimal control problem:_q = fu(q); q 2M; u 2 U; (17.1)q(0) = q0; q(t1) = q1; q0; q1; t1 �xed; (17.2)Z t10 '(q(t); u(t)) dt! min : (17.3)The control-dependent Hamiltonian of PMP corresponding to the normal caseis hu(�) = h�; fu(q)i � '(q; u); � 2 T �M; q = �(�) 2M; u 2 U:Assume that the maximized HamiltonianH(�) = maxu2U hu(�) (17.4)is de�ned and smooth on T �M . We can assume smoothness of H on an opendomain O � T �M and modify respectively the subsequent results. But for231



232 CHAPTER 17. SUFFICIENT OPTIMALITY CONDITIONSsimplicity of exposition we prefer to take O = T �M . Then trajectories of theHamiltonian system _� = ~H(�)are extremals of problem (17:1){(17:3). We assume that the Hamiltonian vector�eld ~H is complete.17.1.1 Integral invariantFirst we consider a general construction that will play a key role in the proof ofsu�cient optimality conditions.Fix an arbitrary smooth functiona 2 C1(M ):Then the graph of di�erential da is a smooth submanifold in T �M :L0 = fdqa j q 2Mg � T �M;dimL0 = dimM = n:Translations of L0 by the ow of the Hamiltonian vector �eldLt = et ~H (L0)are smooth n-dimensional submanifolds in T �M , and the graph of the mappingt 7! Lt, L = f(�; t) j � 2 Lt; 0 � t � t1g � T �M �Ris a smooth (n + 1)-dimensional submanifold in T �M �R.Consider the 1-form s �H dt 2 �1(T �M �R):Recall that s is the tautological 1-form on T �M , s� = ����, and its di�erentialis the canonical symplectic structure on T �M , ds = �. In mechanics, the forms�H dt = p dq�H dt is called the integral invariant of Poincar�e-Cartan on theextended phase space T �M �R.Proposition 17.1. The form (s�H dt)jL is exact.Proof. First we prove that the form is closed:0 = d(s �H dt)jL = (� � dH ^ dt)jL : (17.5)(1) Fix Lt = L\ft = constg and consider restriction of the form ��dH^dtto Lt. We have (� � dH ^ dt)jLt = �jLt



17.1. SUFFICIENT OPTIMALITY CONDITIONS 233since dtjLt = 0. Recall that det ~H � = �, thus�jLt = �det ~H ������L0 = �jL0 = dsjL0 :But sjL0 = d(a � �)jL0 , hencedsjL0 = d � d(a � �)jL0 = 0:We proved that (� � dH ^ dt)jLt = 0.(2) The manifold L is the image of the smooth mapping(�; t) 7! �et ~H�; t� ;thus the tangent vector to L transversal to Lt is~H(�) + @@ t 2 T(�;t)L:So T(�;t)L = T(�;t)Lt �R�~H(�) + @@ t� :To complete the proof, we substitute the vector ~H(�)+ @@ t as the �rst argumentto � � dH ^ dt and show that the result is equal to zero. We have:i ~H� = �dH; i @@ t� = 0;i ~H (dH ^ dt) = �i ~HdH�| {z }=0 ^ dt� dH ^ �i ~Hdt�| {z }=0 = 0;i @@ t (dH ^ dt) = �i @@ t dH�| {z }=0 ^ dt� dH ^ �i @@ t dt�| {z }=1 = �dH;consequently, i ~H+ @@ t (� � dH ^ dt) = �dH + dH = 0:We proved that the form (s �H dt)jL is closed.(3) Now we show that this form is exact, i.e.,Z s �H dt = 0 (17.6)for any closed curve : � 7! (�(� ); t(� )) 2 L; � 2 [0; 1]:The curve  is homotopic to the curve0 : � 7! (�(� ); 0) 2 L0; � 2 [0; 1]:



234 CHAPTER 17. SUFFICIENT OPTIMALITY CONDITIONSSince the form (s �H dt)jL is closed, Stokes' theorem yields thatZ s �H dt = Z0 s �H dt:But the integral over the closed curve 0 � L0 is easily computed:Z0 s �H dt = Z0 s = Z0 d(a � �) = 0:Equality (17:6) follows, i.e., the form (s �H dt)jL is exact.17.1.2 Problem with �xed timeNow we prove su�cient optimality conditions for problem (17:1){(17:3).Theorem 17.1. Assume that the restriction of projection �jLt is a di�eomor-phism for any t 2 [0; t1]. Then for any �0 2 L0, the normal extremal trajectory~q(t) = � � et ~H (�0); 0 � t � t1;realizes a strict minimum of the cost functional R t10 '(q(t); u(t)) dt among alladmissible trajectories q(t), 0 � t � t1, of system (17:1) with the same boundaryconditions: q(0) = ~q(0); q(t1) = ~q(t1): (17.7)Remarks. (1) Under the hypotheses of this theorem, no check of existence ofoptimal control is required.(2) If all assumptions (smoothness of H, extendibility of trajectories of ~H tothe time segment [0; t1], di�eomorphic property of �jLt) hold in a proper opendomain O � T �M , then the statement can be modi�ed to give local optimalityof ~q(�) in �(O). These modi�cations are left to the reader.Now we prove Theorem 17.1.Proof. The curve ~q(t) is projection of the normal extremal~�t = et ~H(�0):Let ~u(t) be an admissible control that maximizes the Hamiltonian along thisextremal: H(~�t) = h~u(t)(~�t):On the other hand, let q(t) be an admissible trajectory of system (17:1) gen-erated by a control u(t) and satisfying the boundary conditions (17:7). Wecompare costs of the pairs (~q; ~u) and (q; u).Since � : Lt !M is a di�eomorphism, the trajectory fq(t) j 0 � t � t1g �M can be lifted to a smooth curve f�(t) j 0 � t � t1g � T �M :8t 2 [0; t1] 9! �(t) 2 Lt such that �(�(t)) = q(t):



17.1. SUFFICIENT OPTIMALITY CONDITIONS 235Then Z t10 '(q(t); u(t)) dt = Z t10 h�(t); fu(t)(q(t))i � hu(t)(�(t)) dt� Z t10 h�(t); _q(t)i �H(�(t)) dt (17.8)= Z t10 hs�(t); _�(t)i �H(�(t)) dt= Z s �H dt;where  : t 7! (�(t); t) 2 L; t 2 [0; t1]:By Proposition 17.1, the form (s�H dt)jL is exact. Then integral of the form(s �H dt)jL along a curve depends only upon endpoints of the curve. Thecurves  and ~ : t 7! (~�t; t) 2 L; ~�t = et ~H(�0); t 2 [0; t1];have the same endpoints (see �g. 17.1), thusZ s �H dt = Z~ s �H dt = Z t10 h~�t; _~q(t)i �H(~�t) dt= Z t10 h~�t; f~u(t)(~q(t))i � h~u(t)(~�t) dt= Z t10 '(~q(t); ~u(t)) dt:So Z t10 '(q(t); u(t)) dt � Z t10 '(~q(t); ~u(t)) dt; (17.9)i.e., the trajectory ~q(t) is optimal.It remains to prove that the minimum of the pair (~q(t); ~u(t)) is strict, i.e,that inequality (17:9) is strict.For a �xed point q 2 M , write cotangent vectors as � = (p; q), where pare coordinates of a covector � in T �qM . The control-dependent Hamiltonianshu(p; q) are a�ne w.r.t. p, thus their maximumH(p; q) is convex w.r.t. p. Anyvector � 2 TqM such that hp; �i = maxu2U hp; fu(q)ide�nes a hyperplane of support to the epigraph of the mapping p 7! H(p; q).Since H is smooth in p, such a hyperplane of support is unique and maxi-mum in (17:4) is attained at a unique velocity vector. If q(t) 6� ~q(t), theninequality (17:8) becomes strict, as well as inequality (17:9). The theorem isproved.



236 CHAPTER 17. SUFFICIENT OPTIMALITY CONDITIONS
Mq(t) ~q(t1)~q(0) ~q(t)

(t)~(t) (~�t1 ; t1)(�0; 0) L
Figure 17.1: Proof of Th. 17.1Su�cient optimality condition of Theorem 17.1 is given in terms of the man-ifolds Lt, which are in turn de�ned by a function a and the Hamiltonian owof ~H. One can prove optimality of a normal extremal trajectory ~q(t), t 2 [0; t1],if one succeeds to �nd an appropriate function a 2 C1(M ) for which the pro-jections � : Lt !M , t 2 [0; t1], are di�eomorphisms.For t = 0 the projection � : L0 !M is a di�eomorphism. So for small t > 0any function a 2 C1(M ) provides manifolds Lt projecting di�eomorphicallyto M , at least if we restrict ourselves by a compact K bM . Thus the su�cientoptimality condition for small pieces of extremal trajectories follows.Corollary 17.1. For any compact K b M that contains a normal extremaltrajectory ~q(t) = � � et ~H (�0); 0 � t � t1;there exists t01 2 (0; t1] such that the piece~q(t); 0 � t � t01;is optimal w.r.t. all trajectories contained in K and having the same boundaryconditions.In many problems, one can choose a su�ciently large compact K � ~q suchthat the functional J is separated from below from zero on all trajectories leav-ing K (this is the case, e.g., if '(q; u) > 0). Then small pieces of ~q are globallyoptimal.



17.1. SUFFICIENT OPTIMALITY CONDITIONS 23717.1.3 Problem with free timeFor problems with integral cost and free terminal time t1, a su�cient optimalitycondition similar to Theorem 17.1 is valid, see Theorem 17.2 below.Recall that all normal extremals of the free time problem lie in the zerolevel H�1(0) of the maximized Hamiltonian H. First we prove the followingauxiliary proposition.Proposition 17.2. Assume that 0 is a regular value of the restriction HjL0 ,i.e. d� HjT�L0 6= 0 for all � 2 L0 \H�1(0). Then the mapping� : L0 \H�1(0)�R! T �M; �(�0; t) = et ~H(�0);is an immersion and b�s is an exact form.Proof. First of all, regularity of the value 0 for HjL0 implies that L0\H�1(0) is asmoothmanifold. Then, the exactness of b�s easily follows fromProposition 17.1.To prove that � is an immersion, it is enough to show that the vector @�@ t (�0; t) =~H(�t), �t = �(�0; t), is not tangent to the image of L0 \ H�1(0) under thedi�eomorphism et ~H : T �M ! T �M for all �0 2 L0 \ H�1(0). Note thatet ~H (L0 \H�1(0)) = Lt \H�1(0). We are going to prove a little bit more thanwe need, namely, that ~H(�t) is not tangent to Lt.Indeed, Proposition 17.1 implies that �jLt = dsjLt = 0. Hence it is enoughto show that the form (i ~H�)jLt does not vanish at the point �t. Recall that theHamiltonian ow et ~H preserves both � and ~H. In particular,(i ~H�)jLt =det ~H �(i ~H�)jL0� = �det ~H (dHjL0) :The mapping det ~H is invertible. So it is enough to prove that dHjL0 does notvanish at �0. But the last statement is our assumption!Now we obtain a su�cient optimality condition for the problem with freetime.Theorem 17.2. Let W be a domain in L0 \H�1(0)�R such that� � �jW : W !Mis a di�eomorphism of W onto a domain in M , and let~�t = et ~H(~�0); t 2 [0; t1];be a normal extremal such that (~�0; t) 2W for all t 2 [0; t1]. Then the extremaltrajectory ~q(t) = �(~�t) (with the corresponding control ~u(t)) realizes a strictminimum of the cost R �0 '(q(t); u(t)) dt among all admissible trajectories suchthat q(t) 2 � ��(W ) for all t 2 [0; � ], q(0) = ~q(0), q(� ) = ~q(t1), � > 0.



238 CHAPTER 17. SUFFICIENT OPTIMALITY CONDITIONSProof. Set L = �(W ), then � : L ! �(L) is a di�eomorphism and sjL is anexact form. Let q(t), t 2 [0; � ], be an admissible trajectory generated by acontrol u(t) and contained in �(L), with the boundary conditions q(0) = ~q(0),q(� ) = ~q(t1). Then q(t) = �(�(t)), 0 � t � � , where t 7! �(t) is a smooth curvein L such that �(0) = ~�0, �(� ) = ~�t1 .We have R�(�) s = R~�� s. Further,Z~�� s = t1Z0 D~�t; _~q(t)E dt = t1Z0 D~�t; f~u(t)(~q(t))E dt = t1Z0 '(~q(t); ~u(t)) dt:The last equality follows from the fact thatD~�(t); f~u(t)(~q(t))E � '(~q(t); ~u(t)) = H(~�(t)) = 0:On the other hand,Z�(�) s = �Z0 h�(t); _q(t)i dt = �Z0 hu(t)(�(t)) dt + �Z0 '(q(t); u(t)) dt� �Z0 '(q(t); u(t)) dt:The last inequality follows since maxu2U hu(�(t)) = H(�(t)) = 0. Moreover, theinequality is strict if the curve t 7! �(t) is not a solution of the equation _� =~H(�), i.e., if it does not coincide with ~�(t). Summing up,t1Z0 '(~q(t); ~u(t)) dt � �Z0 '(q(t); u(t)) dtand the inequality is strict if q di�ers from ~q.17.2 Hamilton-Jacobi equationSuppose that conditions of Theorem 17.1 are satis�ed. As we showed in theproof of this theorem, the form (s�H dt)jL is exact, thus it coincides withdi�erential of some function:(s �H dt)jL = dg; g : L ! R: (17.10)Since the projection � : Lt !M is one-to-one, we can identify (�; t) 2 Lt�R�L with (q; t) 2M �R and de�ne g as a function on M �R:g = g(q; t):



17.2. HAMILTON-JACOBI EQUATION 239In order to understand the meaning of the function g for our optimal controlproblem, consider an extremal ~�t = et ~H (�0)and the curve ~ � L; ~ : t 7! (~�t; t);as in the proof of Theorem 17.1. ThenZ~ s �H dt = Z t10 '(~q(� ); ~u(� )) d�; (17.11)where ~q(t) = �(~�t) is an extremal trajectory and ~u(t) is the control that max-imizes the Hamiltonian hu(�) along ~�t. Equalities (17:10) and (17:11) meanthat g(~q(t); t) = g(q0; 0) + Z t0 '(~q(� ); ~u(� )) d�;i.e., g(q; t) � g(q0; 0) is the optimal cost of motion between points q0 and q forthe time t. Initial value for g can be chosen of the formg(q0; 0) = a(q0); q0 2M: (17.12)Indeed, at t = 0 de�nition (17:11) of the function g readsdgjt=0 = (s �H dt)jL0 = sjL0 = da;which is compatible with (17:12).We can rewrite equation (17:10) as a partial di�erential equation on g. Inlocal coordinates on M and T �M , we haveq = x 2M; � = (�; x) 2 T �M; g = g(x; t):Then equation (17:10) reads(� dx�H(�; x) dt)jL = dg(x; t);i.e., 8><>:@ g@ x = �;@ g@ t = �H(�; x):This system can be rewritten as a single �rst order nonlinear partial di�erentialequation: @ g@ t +H �@ g@ x; x� = 0; (17.13)



240 CHAPTER 17. SUFFICIENT OPTIMALITY CONDITIONSwhich is called Hamilton-Jacobi equation. We showed that the optimal costg(x; t) satis�es Hamilton-Jacobi equation (17:13) with initial condition (17:12).Characteristic equations of PDE (17:13) have the form8>>>><>>>>: _x = @ H@ � ;_� = �@ H@ x ;dd tg(x(t); t) = � _x�H:The �rst two equations form the Hamiltonian system _� = ~H(�) for normalextremals. Thus solving our optimal control problem (17:1){(17:3) leads to themethod of characteristics for the Hamilton-Jacobi equation for optimal cost.17.3 Dynamic programmingOne can derive the Hamilton-Jacobi equation for optimal cost directly, withoutPontryagin Maximum Principle, due to an idea going back to Huygens andconstituting a basis for Bellman's method of Dynamic Programming , see [3].For this, it is necessary to assume that the optimal cost g(q; t) exists and isC1-smooth.Let an optimal trajectory steer a point q0 to a point q for a time t. Applya constant control u on a time segment [t; t + �t] and denote the trajectorystarting at the point q by qu(� ), � 2 [t; t+ �t]. Since qu(t + �t) is the endpointof an admissible trajectory starting at q0, the following inequality for optimalcost holds: g(qu(t + �t); t+ �t) � g(q; t) + Z t+�tt '(qu(� ); u) d�:Divide by �t:1�t (g(qu(t + �t); t+ �t)� g(q; t)) � 1�t Z t+�tt '(qu(� ); u) d�and pass to the limit as �t! 0:�@ g@ q ; fu(q)� + @ g@ t � '(q; u):So we obtain the inequality@ g@ t + hu�@ g@ q ; q� � 0; u 2 U: (17.14)Now let (~q(t); ~u(t)) be an optimal pair. Let t > 0 be a Lebesgue point ofthe control ~u. Take any �t 2 (0; t). A piece of an optimal trajectory is optimal,



17.3. DYNAMIC PROGRAMMING 241thus ~q(t � �t) is the endpoint of an optimal trajectory, as well as ~q(t). So theoptimal cost g satis�es the equality:g(~q(t); t) = g(~q(t � �t); t� �t) + Z tt��t'(~q(� ); ~u(� )) d�:We repeat the above argument:1�t (g(~q(t); t)� g(~q(t � �t); t� �t)) = 1�t Z tt��t'(~q(� ); ~u(� )) d�;take the limit �t! 0: @ g@ t + h~u(t)�@ g@ q ; q� = 0: (17.15)This equality together with inequality (17:14) means thath~u(t)�@ g@ q ; q� = maxu2U hu�@ g@ q ; q� :We denote H(�; q) = maxu2U hu(�; q)and write (17:15) as Hamilton-Jacobi equation:@ g@ t +H �@ g@ q ; q� = 0:Thus derivative of the optimal cost @ g@ q is equal to the impulse � along theoptimal trajectory ~q(t).We do not touch here a huge theory on nonsmooth generalized solutions ofHamilton-Jacobi equation for smooth and nonsmooth Hamiltonians.
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Chapter 18Hamiltonian systems forgeometric optimal controlproblems18.1 Hamiltonian systems on trivialized cotan-gent bundle18.1.1 MotivationConsider a control system described by a �nite set of vector �elds on a mani-fold M : _q = fu(q); u 2 f1; : : : ; kg; q 2M: (18.1)We construct a parametrization of the cotangent bundle T �M adapted to thissystem. First, choose a basis in tangent spaces TqM of the �elds fu(q) and theiriterated Lie brackets: TqM = span(f1(q); : : : ; fn(q));we assume that the system is bracket-generating. Then we have special coordi-nates in the tangent spaces:8 v 2 TqM v = nXi=1 �ifi(q);(�1; : : : ; �n) 2 Rn:Thus any tangent vector to M can be represented as an (n+ 1)-tuple(�1; : : : ; �n; q); (�1; : : : ; �n) 2 Rn; q 2M;243



244 CHAPTER 18. GEOMETRIC OPTIMAL CONTROL PROBLEMSi.e., we obtain a kind of parametrization of the tangent bundle TM = [q2MTqM .One can construct coordinates on TM by choosing local coordinates in M , butsuch a choice is extraneous to our system, and we stay without any coordinatesin M .Having in mind the Hamiltonian system of PMP, we pass to the cotangentbundle. Construct the dual basis in T �M : choose di�erential forms!1; : : : ; !n 2 �1Msuch that h!i; fji = �ij; i; j = 1; : : : ; n:Then the cotangent spaces become endowed with special coordinates:8 � 2 T �qM � = nXi=1 �i!iq;(�1; : : : ; �n) 2 Rn:So we obtain a kind of parametrization of the cotangent bundle:� 7! (�1; : : : ; �n; q); (�1; : : : ; �n) 2 Rn; q 2M:In notation of Sec. 11.5, �i = f�i (�) = h�; fi(q)iis the linear on �bers Hamiltonian corresponding to the �eld fi. Canonical co-ordinates on T �M arise in a similar way from commuting vector �elds fi = @@ xi ,i = 1; : : : ; n, corresponding to local coordinates (x1; : : : ; xn) on M . Conse-quently, in the (only interesting in control theory) case where the �elds fi donot commute, the \coordinates" (�1; : : : ; �n; q) on T �M are not canonical.Now our aim is to write Hamiltonian system in these nonstandard coordi-nates on T �M , or in other natural coordinates adapted to the control system inquestion.18.1.2 Trivialization of T �MLet M be a smooth manifold of dimension n, and let E be an n-dimensionalvector space. Suppose that we have a trivialization of the cotangent bundleT �M , i.e., a di�eomorphism � : E �M ! T �Msuch that:(1) the diagram E �M �����! T �M??y ??y�M M



18.1. TRIVIALIZED COTANGENT BUNDLE 245is commutative, i.e.,� ��(e; q) = q; e 2 E; q 2M;(2) for any q 2M the mappinge 7! �(e; q); e 2 E;is a linear isomorphism of vector spaces:�( � ; q) : E ! T �qM:So the space E is identi�ed with any vertical �ber T �qM , it is a typical �ber ofthe cotangent bundle T �M .For a �xed vector e 2 E, we obtain a di�erential form on M :�e def= �(e; � ) 2 �1M:In the previous section we hadE = f(�1; : : : ; �n)g = Rn;�(e; q) = nXi=1 �i!iq;but now we do not �x any basis in E.18.1.3 Symplectic form on E �MIn order to write a Hamiltonian system on E �M �= T �M , we compute thesymplectic form b�� on E �M . We start from the Liouville forms 2 �1(T �M )and evaluate its pull-back b�s 2 �1(E �M ):The tangent and cotangent spaces are naturally identi�ed with the direct prod-ucts: T(e;q)(E �M ) �= TeE � TqM �= E � TqM;T �(e;q)(E �M ) �= T �e E � T �qM �= E� � T �qM:Any vector �eld V 2 Vec(E �M ) is a sum of its vertical and horizontal parts:V = Vv + Vh; Vv(e; q) 2 E; Vh(e; q) 2 TqM:Similarly, any di�erential form ! 2 �1(E �M )



246 CHAPTER 18. GEOMETRIC OPTIMAL CONTROL PROBLEMSis decomposed into its vertical and horizontal parts:! = !v + !h; !v (e;q) 2 E�; !h (e;q) 2 T �qM:The vertical part !v vanishes on horizontal tangent vectors, while the horizontalone !h vanishes on vertical tangent vectors.In particular, vector �elds and di�erential forms on M (possibly dependingon e 2 E) can be considered as horizontal vector �elds and di�erential forms onE �M : TqM = 0� TqM � T(e;q)(E �M );T �qM = 0� T �qM � T �(e;q)(E �M ):Compute the action of the form b�s on a tangent vector (�; v) 2 TeE�TqM :hb�s; (�; v)i = hs�(e;q);��(�; v)i = hs�(e;q); (���; v)i = h�(e; q); vi:Thus (b�s)(e;q) = �(e; q); (18.2)where � in the right-hand side of (18:2) is considered as a horizontal form onE �M .We go on and compute the pull-back of the standard symplectic form:b�� = b�ds = db�s = d�:Recall that di�erential of a form ! 2 �1(N ) can be evaluated by formula (11:15):d!(W1;W2) =W1h!;W2i �W2h!;W1i � h!; [W1;W2]i; W1; W2 2 VecN:(18.3)In our case N = E �M we take test vector �elds of the formWi = (�i; Vi) 2 Vec(E �M ); i = 1; 2;where �i = const 2 E are constant vertical vector �elds and Vi 2 VecM arehorizontal vector �elds. By (18:3),d�((�1; V1); (�2; V2))= (�1; V1)h�( � ; � ); V2i � (�2; V2)h�( � ; � ); V1i � h�( � ; � ); [V1; V2]isince [(�1; V1); (�2; V2)] = [V1; V2]. Further,((�1; V1)h�( � ; � ); V2i)(e;�) = (�1h�( � ; � ); V2i+ V1h�( � ; � ); V2i)(e;�)and taking into account that � is linear w.r.t. e= h��1 ; V2i + V1h�e; V2i:



18.1. TRIVIALIZED COTANGENT BUNDLE 247Consequently,d�((�1; V1); (�2; V2))(e;�) =h��1 ; V2i � h��2 ; V1i+ V1h�e; V2i � V2h�e; V1i � h�e; [V1; V2]i:We denote the �rst two termse�((�1; V1); (�2; V2)) = h��1 ; V2i � h��2 ; V1i;and apply formula (18:3) to the horizontal form �e:d�e(V1; V2) = V1h�e; V2i � V2h�e; V1i � h�e; [V1; V2]i:Finally, we obtain the expression for pull-back of the symplectic form:b��(e;�)((�1; V1); (�2; V2)) = e�((�1; V1); (�2; V2)) + d�e(V1; V2); (18.4)i.e., b��(e;�) = e�+ d�e:Remark. In the case of canonical coordinates we can take test vector �eldsVi = @@ xi , then it follows that d�e = 0.18.1.4 Hamiltonian system on E �MFormula (18:4) describes the symplectic structure b�� on E � M . Now wecompute the Hamiltonian vector �eld corresponding to a Hamiltonian functionh 2 C1(E �M ):One can consider h as a family of functions on M parametrized by vectors fromE: he = h(e; � ) 2 C1(M ); e 2 E:Decompose the required Hamiltonian vector �eld into the sum of its verticaland horizontal parts: ~h = X + Y;X = X(e; q) 2 E;Y = Y (e; q) 2 TqM:By de�nition of a Hamiltonian �eld,iX+Y b�� = �dh: (18.5)Transform the both sides of this equality:�dh = �@ h@ e| {z }2E� � dhe|{z}2T�M;iX+Y je b�� = iX+Y je (e�+ d�e) = i(X;Y )��e e�+ i(X;Y )��e d�e= h�X ; � i| {z }2T�M �h��; Y i| {z }2E� + iY d�e| {z }2T�M :



248 CHAPTER 18. GEOMETRIC OPTIMAL CONTROL PROBLEMSNow we equate the vertical parts of (18:5):h��; Y i = @ h@ e ; (18.6)from this equation we can �nd the horizontal part Y of the Hamiltonian �eld~h. Indeed, the linear isomorphism�( � ; q) : E ! T �qMhas a dual mapping ��( � ; q) : TqM ! E�:Then equation (18:6) can be written as��( � ; q)Y = @ h@ e (e; q)and then solved w.r.t. Y : Y = ���1@ h@ e :To �nd the vertical part X of the �eld ~h, we equate the horizontal partsof (18:5): �X + iY d�e = �dhe;rewrite as �X = �iY d�e � dhe;and solve this equation w.r.t. X:X = ���1(iY d�e + dhe):Thus the Hamiltonian system on E �M corresponding to a Hamiltonian hhas the form: 8<: _q = ���1@ h@ e ;_e = ���1(i _qd�e + dhe): (18.7)Now we write this system using coordinates in the cotangent and tangent spaces(we do not require any coordinates on M ).Choose a basis in E: E = span(e1; : : : ; en);so that vectors u 2 E are decomposed asu = nXi=1 uiei:



18.1. TRIVIALIZED COTANGENT BUNDLE 249Then �(u; � ) = � nXi=1 uiei; �! = nXi=1 ui!i;where !i = �ei 2 �1(M ); i = 1; : : : ; n;are basis 1-forms on M . Further, the wedge products!i ^ !j 2 �2(M ); 1 � i < j � n;form a basis in the space �2(M ) of 2-forms on M . Decompose the di�erentialsin this basis: d!k = X1�i<j�nckij !i ^ !j = nXi;j=1 12 ckij !i ^ !j;where coe�cients are smooth functionsckij 2 C1(M ); i; j; k = 1; : : : ; n;skew-symmetric w.r.t. lower indices:ckij = �ckji:The coe�cients ckij are called structural constants (although, in general, theyare not constant). We explain the name and give a simple recipe for computingthem below in Proposition 18.1.Choose a frame in TqM dual to the frame !1; : : : ; !n:V1; : : : ; Vn 2 VecM;h!i; Vji = �ij; i; j = 1; : : : ; n:Now we compute our Hamiltonian system (18:7) in the coordinates introduced.The Hamiltonian function has the formh 2 C1(Rn�M );h = h(u1; : : : ; un; q); (u1; : : : ; un) 2 Rn; q 2M:We have h��(Vi); eji = h�ej ; Vii = h!j; Vii = �ij ;thus ��(Vi) = e�i = 0BBBB@ 0� � �1� � �0 1CCCCA ;



250 CHAPTER 18. GEOMETRIC OPTIMAL CONTROL PROBLEMSthe only unit is the i-th component. Consequently, the horizontal part of the�eld ~h decomposes along the basis horizontal �elds as follows:Y = nXi=1 @ h@ uiVi:Consider the vertical part of ~h:X = ���1(iY d�u + dhu):The second term is easily computed sincedhu = nXi=1(Vihu)!i;this decomposition is immediately checked on basis vector �elds Vi. And the�rst term has the form���1iY d�u = nXi;j;k=1 12ukckij � @ h@ uj @@ ui � @ h@ ui @@ uj� ;we leave this as an exercise for the reader.Finally, the Hamiltonian system in the moving frames (V1; : : : ; Vn) and(!1; : : : ; !n) reads:8>>>><>>>>: _q = nXi=1 @ h@ uiVi;_ui = �Vihu + nXj;k=1ukckij @ h@ uj ; i = 1; : : : ; n:Remark. This system becomes especially simple (triangular) when the Hamil-tonian does not depend upon the point in the base:@ h@ q = 0:The vertical subsystem simpli�es even more whenckij = const; i; j; k = 1; : : : ; n:Both these conditions are satis�ed for invariant problems on Lie groups discussedin subsequent sections.The structural constants ckij can easily be expressed in terms of Lie bracketsof basis vector �elds.



18.2. LIE GROUPS 251Proposition 18.1. Let the frame of vector �elds V1; : : : ; Vn 2 VecM be dualto the frame of 1-forms !1; : : : ; !n 2 �1(M ):h!i; Vji = �ij ; i; j = 1; : : : ; n:Then d!k = nXi;j=1 12 ckij !i ^ !j; k = 1; : : : ; n;if and only if [Vi; Vj] = � nXk=1 ckij Vk; i; j = 1; : : : ; n:Proof. The equality for d!k can be written ashd!k; (Vi; Vj)i = ckij; i; j; k = 1; : : : ; n:The left-hand side is computed by formula (18:3):hd!k; (Vi; Vj)i = Vih!k; Vji| {z }=0 �Vjh!k; Vii| {z }=0 �h!k; [Vi; Vj]i;and the statement follows.If the coe�cients ckij are constant, then the vector �elds V1; : : : ; Vn span a�nite-dimensional Lie algebra, and the numbers ckij are called structural con-stants of this Lie algebra. As we mentioned above, for general vector �eldsckij 6� const.18.2 Lie groupsState spaces for many interesting problems in geometry, mechanics, and appli-cations are often not just smooth manifolds but Lie groups, in particular, groupsof transformations. A manifold with a group structure is called a Lie group ifthe group operations are smooth. The cotangent bundle of a Lie group hasa natural trivialization. We develop an approach of the previous section andstudy optimal control problems on Lie groups.18.2.1 Examples of Lie groupsThe most important examples of Lie groups are given by groups of linear trans-formations of �nite-dimensional vector spaces.The group of all nondegenerate linear transformations of Rn is called thegeneral linear group:GL(n) = fX : Rn! Rn j detX 6= 0g:



252 CHAPTER 18. GEOMETRIC OPTIMAL CONTROL PROBLEMSLinear volume-preserving transformations of Rn form the special linear group:SL(n) = fX : Rn! Rn j detX = 1g:Another notation for these groups is respectively GL(Rn) and SL(Rn). The or-thogonal group is formed by linear transformations preserving Euclidean struc-ture: O(n) = fX : Rn! Rn j X�X = Idg;and orthogonal orientation-preserving transformations form the special orthog-onal group: SO(n) = fX : Rn! Rn j X�X = Id; detX = 1g:One can also consider the complex and Hermitian versions of these groups:GL(Cn ); SL(Cn); U(n); SU(n);for this one should replace in the de�nitions above Rn by Cn . Each of thesegroups realizes as a subgroup of the corresponding real or orthogonal group.Namely, the general linear group GL(Cn ) and the unitary group U(n) can beconsidered respectively as the subgroups of GL(R2n) or O(2n) commuting withmultiplication by the imaginary unit:GL(C n) = �� A B�B A � j A; B : Rn! Rn; det2A+ det2B 6= 0�� GL(R2n);U(n) = �� A B�B A � j A; B : Rn! Rn;AA� + BB� = Id; BA� �AB� = 0� � GL(Cn ) \O(2n):The special linear group SL(Cn ) and the special unitary group SU(n) realize asfollows:SL(Cn ) = �� A B�B A � j A; B : Rn! Rn; det(A+ iB) = 1� � SL(R2n);SU(n) = �� A B�B A � j A; B : Rn! Rn;AA� +BB� = Id; BA� � AB� = 0; det(A+ iB) = 1�= U(n) \ SL(Cn ) � SO(2n):Lie groups of linear transformations are called linear Lie groups. Thesegroups often appear as a state space of a control system: e.g., SO(n) arises inthe study of rotating con�gurations. For such systems, one can consider, asusual, the problems of controllability and optimal control.



18.2. LIE GROUPS 25318.2.2 Lie's theorem for linear Lie groupsConsider a control system of the form_X = XA; X 2M = GL(N ); A 2 A � gl(N ); (18.8)where A is an arbitrary subset of gl(N ), the space of all real N � N matrices.We compute orbits of this system. Systems of the form (18:8) are called left-invariant : they are preserved by multiplication from the left by any constantmatrix Y 2 GL(N ).Notice that the ODE with a constant matrix A_X = XAis solved by the matrix exponential:X(t) = X(0)etA:Lie bracket of left-invariant vector �elds is left-invariant as well:[XA;XB] = X[A;B]; (18.9)this follows easily from the coordinate expression for commutator (exercise).Remark. Instead of left-invariant systems _X = XA, we can consider right-invariant ones: _X = CX. These forms are equivalent and transformed one intoanother by the inverse of matrix. Although, the Lie bracket for right-invariantvector �elds is [CX;DX] = [D;C]X;which is less convenient than (18:9).Return to control system (18:8). By the Orbit Theorem, the orbit throughidentity OId(A) is an immersed submanifold of GL(N ). Moreover, by de�nition,the orbit admits the representation via composition of ows:OId(A) = fId�et1A1 � � � � � etkAk j ti 2 R; Ai 2 A; k 2 Ngthus via products of matrix exponentials= fet1A1 � � � � � etkAk j ti 2 R; Ai 2 A; k 2 Ng:Consequently, the orbit OId(A) is a subgroup of GL(N ). Further, in the proofof the Orbit Theorem we showed that the point q � et1A1 � � � � � etkAk dependscontinuously on (t1; : : : ; tk) in the \strong" topology of the orbit, thus it dependssmoothly.To summarize, we showed that the orbit through identity has the followingproperties:(1) OId(A) is an immersed submanifold of GL(N ),



254 CHAPTER 18. GEOMETRIC OPTIMAL CONTROL PROBLEMS(2) OId(A) is a subgroup of GL(N ),(3) the group operations (X;Y ) 7! XY , X 7! X�1 in OId(A) are smooth.In other words, the orbit OId(A) is a Lie subgroup of GL(N ).The tangent spaces to the orbit are easily computed via the analytic versionof the Orbit theorem (system (18:8) is real analytic):TIdOId(A) = Lie(A); (18.10)TXOId(A) = X Lie(A):The orbit of the left-invariant system (18:8) through any point X 2 GL(N )is obtained by left translation of the orbit through identity:OX(A) = fXet1A1 � � �etkAk j ti 2 R; Ai 2 A; k 2 Ng = XOId(A):We considered before system (18:8) de�ned by an arbitrary subset A �gl(N ). Restricting to Lie subalgebrasA = Lie(A) � gl(N );we see that the following proposition was proved: to any Lie subalgebra A �gl(N ), there corresponds a connected Lie subgroup M � GL(N ) such thatTIdM = A. Here M = OIdA. Now we show that this correspondence is invert-ible.Let M be a connected Lie subgroup of GL(N ), i.e.:(1) M is an immersed connected submanifold of GL(N ),(2) M is a group w.r.t. matrix product,(3) the group operations (X;Y ) 7! XY , X 7! X�1 in M are smooth map-pings.Then Id 2M . Consider the tangent spaceTIdM = �A = dd t����t=0 �t j �t 2M; �t smooth; �0 = Id� :Since M � GL(N ) � gl(N ), thenTIdM � gl(N ):Further, A 2 TIdM; X 2M ) XA 2 TXMsince XA = dd t����t=0X�t;



18.2. LIE GROUPS 255the velocity of the curve X�t, where A = _�0. Consequently, for any A 2 TIdMthe vector �eld XA is identically tangent toM . So the following control systemis well-de�ned on M : _X = XA; X 2M; A 2 TIdM:This system has a full rank. Since the state space M is connected, it coincideswith the orbit OId of this system through identity. We have already computedthe tangent space to the orbit of a left-invariant system, see (18:10), thusTIdM = TId(OId) = Lie(TIdM ):That is, TIdM is a Lie subalgebra of gl(N ). We proved the following classicalproposition.Theorem 18.1 (Lie). There exists a one-to-one correspondence between Liesubalgebras A � gl(N ) and connected Lie subgroups M � GL(N ) such thatTIdM = A.We showed that Lie's theorem for linear Lie algebras and Lie groups followsfrom the Orbit Theorem: connected Lie subgroups are orbits of left-invariantsystems de�ned by Lie subalgebras, and Lie subalgebras are tangent spaces toLie subgroups at identity.18.2.3 Abstract Lie groupsAn abstract Lie group is an abstract smooth manifold (not considered embeddedinto any ambient space) which is simultaneously a group, with smooth groupoperations. There holds Ado's theorem [140] stating that any �nite-dimensionalLie algebra is isomorphic to a Lie subalgebra of gl(N ). A similar statement forLie groups is not true: a Lie group can be represented as a Lie subgroup ofGL(N ) only locally, but, in general, not globally. Although, the major part ofproperties of linear Lie groups can be generalized for abstract Lie groups.In particular, let M be a Lie group. For any point q 2M , the left productby q: �q : M !M; �q(x) = qx; x 2M;is a di�eomorphism of M . Any tangent vectorv 2 TIdMcan be shifted to any point q 2M by the left translation �q:V (q) = �q�v 2 TqM; q 2M;thus giving rise to a left-invariant vector �eld on M :V 2 VecM; �q�V = V; q 2M:



256 CHAPTER 18. GEOMETRIC OPTIMAL CONTROL PROBLEMSThere is a one-to-one correspondence between left-invariant vector �elds on Mand tangent vectors to M at identity:V 7! V (Id) = v:Left translations in M preserve ows of left-invariant vector �elds on M , thusows of their commutators. Consequently, left-invariant vector �elds on a Liegroup M form a Lie algebra, called the Lie algebra of the Lie group M . Thetangent space TIdM is thus also a Lie algebra.Then, similar to the linear case, one can prove Lie's theorem on one-to-onecorrespondence between Lie subgroups of a Lie group M and Lie subalgebrasof its Lie algebra A.18.3 Hamiltonian systems on Lie groups18.3.1 Trivialization of cotangent bundle of a Lie groupLet M � GL(N ) be a Lie subgroup. Denote by M the corresponding Liesubalgebra: M = TIdM � gl(N ):The cotangent bundle of M admits a trivialization of the form� : M� �M ! T �M;where M� is the dual space to the Lie algebra M. We start from describingthe dual mapping �� : TM !M�M:Recall that TqM = qTIdM = qM for any q 2M . We set�� : qa 7! (a; q); a 2M; q 2M; qa 2 TqM: (18.11)I.e., the value of a left-invariant vector �eld qa at a point q is mapped to thepair consisting of the value of this �eld at identity and the point q. Then thetrivialization � has the form:� : (x; q) 7! �xq; x 2M�; q 2M; �xq 2 T �qM; (18.12)where �x is the left-invariant 1-form on M coinciding with x at identity:h�xq; qai def= hx; ai:18.3.2 Hamiltonian system on M� �MThe Hamiltonian system corresponding to a Hamiltonianh = h(x; q) 2 C1(M� �M )



18.3. HAMILTONIAN SYSTEMS ON LIE GROUPS 257was computed in Section 18.1, see (18:7):8<: _q = ��1� @ h@ x;_x = ���1(dhx + i _qd�x): (18.13)Taking into account de�nition (18:11) of ��, we can write the �rst equation asfollows: _q = q@ h@ x:Here @ h@ x is the vertical part of dh 2 �1(M� �M ), i.e.,@ h@ x(x; q) 2 (M�)� =M; (x; q) 2M� �M:In order to �nd _x, compute the action of the di�erential d�x = d�x on left-invariant vector �elds by formula (11:15):d�x(qa; qb) = (qa) hx; bi| {z }=const�(qb) hx; ai| {z }=const�hx; [a; b]i= �hx; [a; b]i:Then ��1i _qd�x = ��1iq @ h@ x d�x = ��x; �@ h@ x; � �� = ��x;�ad @ h@ x� � �= ���ad @ h@ x�� x; � � = ��ad @ h@ x�� x:So Hamiltonian system (18:13) takes the form:8><>: _q = q@ h@ x;_x = �ad @ h@ x�� x���1dhx: (18.14)Recall that dhx is the horizontal part of dh, thus(dhx)q 2 T �qM; (x; q) 2 M� �M;and ��1dhx 2M�:System (18:14) describes the Hamiltonian system for an arbitrary Lie group andany Hamiltonian function h.In the case of commutative Lie groups (which arise in trivialization of T �Mgenerated by local coordinates in M ), the �rst term in the second equation(18:14) vanishes, and we obtain the usual form of Hamiltonian equations incanonical coordinates: 8<: _q = q@ h@ x;_x = ���1dhx:



258 CHAPTER 18. GEOMETRIC OPTIMAL CONTROL PROBLEMSOn the contrary, if the Hamiltonian is left-invariant:h = h(x);then Hamiltonian system (18:14) becomes triangular:8><>: _q = q@ h@ x;_x = �ad @ h@ x�� x: (18.15)Here the second equation does not contain q. So in left-invariant control prob-lems, where the Hamiltonian h of PMP is left-invariant, one can solve the equa-tion for vertical coordinates x independently, and then pass to the horizontalequation for q.18.3.3 Compact Lie groupsThe Hamiltonian system (18:15) simpli�es even more in the case of compact Liegroups.Let M be a compact Lie subgroup of GL(N ). Then M can be consideredas a Lie subgroup of the orthogonal group O(N ). Indeed, one can choose aEuclidean structure h � ; � i in RN invariant w.r.t. all transformations fromM :hAv;Awi = hv; wi; v; w 2 RN; A 2M � GL(N ):Such a structure can be obtained from any Euclidean structure g( � ; � ) on RNby averaging over A 2M using a volume form !1 ^ : : :^ !n, where !i are basisleft-invariant forms on M :hv; wi = ZM v;w !1 ^ : : :^ !n;v;w(A) = g(Av;Aw); A 2M:So we will assume that elements of M are orthogonal N � N matrices, andthe tangent space to M at identity consists of skew-symmetric matrices:M = TIdM � TIdO(N ) = so(N ) = fa : RN ! RN j a� + a = 0g:There is an invariant scalar product on so(N ) de�ned as follows:ha; bi = � tr ab; a; b 2 so(N ):This product is invariant in the sense thathet ad ca; etad cbi = ha; bi; a; b; c 2 so(N ); t 2 R; (18.16)i.e., the operator Ad etc = etad c : so(N )! so(N )



18.3. HAMILTONIAN SYSTEMS ON LIE GROUPS 259is orthogonal w.r.t. this product. Equality (18:16) is a corollary of the invarianceof trace:het ad ca; etad cbi = h(Ad etc)a; (Ad etc)bi = hetcae�tc; etcbe�tci= � tr(etcae�tcetcbe�tc) = � tr(etcabe�tc) = � tr(ab)= ha; bi:The sign minus in the de�nition of the invariant scalar product on so(N ) pro-vides positive-de�niteness of the product. This can be easily seen in coordinates:if a = (aij); b = (bij) 2 so(N );aij = �aji; bij = �bji; i; j = 1; : : : ; N;then � tr(ab) = � NXi;j=1aijbji = NXi;j=1aijbij:The norm on so(N ) is naturally de�ned:jaj =pha; ai; a 2 so(N ):The in�nitesimal version of the invariance property (18:16) is easily obtainedby di�erentiation at t = 0:h[c; a]; bi+ ha; [c; b]i = 0; a; b; c 2 so(N ): (18.17)That is, all operatorsad c : so(N )! so(N ); c 2 so(N );are skew-symmetric w.r.t. the invariant scalar product. Equality (18:17) is amultidimensional generalization of a property of vector and scalar products inR3 �= so(3).Since M � so(N ), there is an invariant scalar product in the Lie algebraM. Then the dual space M� can be identi�ed with the Lie algebra M via thescalar product h � ; � i: M!M�; a 7! ha; � i:In terms of this identi�cation, the operator (ad a)�, a 2M, takes the form:(ad a)� : M!M; (ad a)� = � ad a:In the case of a compact Lie group M , Hamiltonian system (18:15) for aninvariant Hamiltonian h = h(a) becomes de�ned onM�M and reads8><>: _q = q@ h@ a ;_a = �a; @ h@ a� : (18.18)We apply this formula in the next chapter for solving several geometricoptimal control problems.



260 CHAPTER 18. GEOMETRIC OPTIMAL CONTROL PROBLEMS



Chapter 19Examples of optimal controlproblems on compact Liegroups19.1 Riemannian problemLet M be a compact Lie group. The invariant scalar product h � ; � i in the Liealgebra M = TIdM de�nes a left-invariant Riemannian structure on M :hqu; qviq def= hu; vi; u; v 2M; q 2M; qu; qv 2 TqM:So in every tangent space TqM there is a scalar product h � ; � iq. For any Lips-chitzian curve q : [0; 1]!Mits Riemannian length is de�ned as integral of velocity:l = Z 10 j _q(t)j dt; j _qj =ph _q; _qi:The problem is stated as follows: given any pair of points q0; q1 2M , �nd theshortest curve in M that connects q0 and q1.The corresponding optimal control problem is as follows:_q = qu; q 2M; u 2M; (19.1)q(0) = q0; q(1) = q1; (19.2)q0; q1 2M �xed; (19.3)l(u) = Z 10 ju(t)j dt! min :261



262 CHAPTER 19. PROBLEMS ON COMPACT LIE GROUPSFirst of all, we prove existence of optimal controls. Parametrizing trajec-tories of control system (19:1) by arc length, we see that the problem withunbounded admissible control u 2 M on the �xed segment t 2 [0; 1] is equiva-lent to the problem with the compact space of control parameters U = fjuj = 1gand free terminal time. Obviously, afterwards we can extend the set of controlparameters to U = fjuj � 1g so that the set of admissible velocities fU (q) be-come convex. Then Filippov's theorem implies existence of optimal controls inthe problem obtained, thus in the initial one as well.By Cauchy-Schwartz inequality,(l(u))2 = �Z 10 ju(t)j dt�2 � Z 10 ju(t)j2 dt;moreover, the equality occurs only if ju(t)j � const. Consequently, the Rieman-nian problem l ! min is equivalent to the problemJ(u) = 12 Z 10 ju(t)j2 dt! min : (19.4)The functional J is more convenient than l since J is smooth and its extremalsare automatically curves with constant velocity. In the sequel we consider theproblem with the functional J : (19:1){(19:4). The Hamiltonian of PMP for thisproblem has the form:h�u(a; q) = h�aq; qui+ �2 juj2 = ha; ui+ �2 juj2:The maximality condition of PMP is:h�u(t)(a(t); q(t)) = maxv2M(ha(t); vi + �2 jvj2); � � 0:(1) Abnormal case: � = 0.The maximality condition implies that a(t) � 0. This contradicts PMP sincethe pair (�; a) should be nonzero. So there are no abnormal extremals.(2) Normal case: � = �1.The maximality condition gives u(t) � a(t), thus the maximized Hamiltonianis smooth: H(a) = 12 jaj2:Notice that the Hamiltonian H is invariant (does not depend on q), which is acorollary of left-invariance of the problem.Optimal trajectories are projections of solutions of the Hamiltonian systemcorresponding to H. This Hamiltonian system has the form (see (18:18)):( _q = qa;_a = [a; a] = 0:



19.2. A SUB-RIEMANNIAN PROBLEM 263Thus optimal trajectories are left translations of one-parameter subgroups inM :q(t) = q0eta; a 2 M;recall that an optimal solution exists. In particular, for the case q0 = Id, weobtain that any point q1 2M can be represented in the formq1 = ea; a 2 M:That is, any element q1 in a compact Lie group M has a logarithm a in the Liealgebra M.19.2 A sub-Riemannian problemNow we modify the previous problem. As before, we should �nd the shortestpath between �xed points q0, q1 in a compact Lie groupM . But now admissiblevelocities _q are not free: they should be tangent to a left-invariant distribution(of corank 1) on M . That is, we de�ne a left-invariant �eld of tangent hyper-planes on M , and _q(t) should belong to the hyperplane attached at the pointq(t). A problem of �nding shortest curves tangent to a given distribution iscalled a sub-Riemannian problem, see �g. 19.1.q(0) q(t1)q(t) _q(t)�q(t) _q(t) 2 �q(t)l(q(�))! minFigure 19.1: Sub-Riemannian problemTo state the problem as an optimal control one, choose any element b 2M,jbj = 1. Then the set of admissible velocities at identity is the hyperplaneU = b? = fu 2M j hu; bi = 0g:Remark. In the case M = SO(3), this restriction on velocities means that we�x an axis b in a rigid body and allow only rotations of the body around anyaxis u orthogonal to b.The optimal control problem is stated as follows._q = qu; q 2M; u 2 U;q(0) = q0; q(1) = q1;q0; q1 2M �xed;l(u) = Z 10 ju(t)j dt! min :



264 CHAPTER 19. PROBLEMS ON COMPACT LIE GROUPSSimilarly to the Riemannian problem, Filippov's theorem guarantees exis-tence of optimal controls, and the length minimization problem is equivalent tothe problem J(u) = 12 Z 10 ju(t)j2 dt! min :The Hamiltonian of PMP is the same as in the previous problem:h�u(a; q) = ha; ui+ �2 juj2;but the maximality condition di�ers since now the set U is smaller:h�u(t)(a(t); q(t)) = maxv2b?(ha(t); vi + �2 jvj2):Consider �rst the normal case: � = �1. Then the Lagrange multipliers ruleimplies that the maximum maxv2b? h�1v (a; q)is attained at the vector vmax = a� ha; bib;the orthogonal projection of a to U = b?. The maximized Hamiltonian issmooth: H(a) = 12(jaj2 � ha; bi2);and the Hamiltonian system for normal extremals reads as follows:( _q = q(a � ha; bib);_a = ha; bi[b; a]:The second equation has an integral of the formha; bi = const;this is easily veri�ed by di�erentiation w.r.t. this equation:dd tha; bi = ha; bih[b; a]; biby invariance of the scalar product= �ha; biha; [b; b]i= 0:Consequently, the equation for a can be written as_a = ha0; bi[b; a] = ad(ha0; bib)a;where a0 = a(0). This linear ODE is easily solved:a(t) = et ad(ha0;bib)a0:



19.2. A SUB-RIEMANNIAN PROBLEM 265Now consider the equation for q:_q = q �etad(ha0;bib)a0 � ha0; bib�since et ad(ha0 ;bib)b = b = qetad(ha0;bib)(a0 � ha0; bib): (19.5)This ODE can be solved with the help of the Variations formula. Indeed, wehave (see (2:29)): et(f+g) = �!exp Z t0 e� ad fg d� � etf ;i.e., �!exp Z t0 e� ad fg d� = et(f+g) � e�tf (19.6)for any vector �elds f and g. Takingf = ha0; bib; g = a0 � ha0; bib;we solve ODE (19:5): q(t) = q0 eta0 e�tha0;bib: (19.7)Consequently, normal trajectories are products of two one-parameter subgroups.Consider the abnormal case: � = 0. The Hamiltonianh0u(a; q) = ha; ui; u ? b;attains maximum only if a(t) = �(t)b; �(t) 2 R: (19.8)But the second equation of the Hamiltonian system reads_a = [a; u]; (19.9)thus h _a; ai = h[a; u]; ai= �hu; [a; a]i = 0:That is, _a ? a. In combination with (19:8) this means thata(t) = const = �b; � 6= 0; � 2 R: (19.10)Notice that � 6= 0 since the pair (�; a(t)) should be nonzero. Equalities (19:9)and (19:10) imply that abnormal extremal controls u(t) satisfy the relation[u(t); b] = 0:



266 CHAPTER 19. PROBLEMS ON COMPACT LIE GROUPSThat is, u(t) belong to the Lie subalgebraHb = fc 2M j [c; b] = 0g � M:For generic b 2 M the subalgebra Hb is a Cartan subalgebra of M, thus Hb isAbelian. In this case the �rst equation of the Hamiltonian system_q = qucontains only mutually commuting controls:u(� ) 2 Hb ) [u(�1); u(�2)] = 0;and the equation is easily solved:q(t) = q0eR t0 u(�) d� : (19.11)Conversely, any trajectory of the form (19:11) with u(� ) 2 Hb, � 2 [0; t] isabnormal: it is a projection of abnormal extremal (q(t); a(t)) with a(t) = �b forany � 6= 0.We can give an elementary explanation of the argument on Cartan subal-gebra in the case M = so(n). Any skew-symmetric matrix b 2 so(n) can betransformed by a change of coordinates to the diagonal form:TbT�1 = 0BBBBB@ i�1 �i�1 i�2 �i�2 . . . 1CCCCCA (19.12)for some T 2 GL(n; C ). But changes of coordinates (even complex) do not a�ectcommutativity: [c; b] = 0 , [TcT�1; T bT�1] = 0;thus we can compute the subalgebra Hb using new coordinates:Hb = T�1HTbT�1T:Generic skew-symmetric matrices b 2 so(n) have distinct eigenvalues, thus forgeneric b the diagonal matrix (19:12) has distinct diagonal entries. For such bthe Lie algebra HTbT�1 is easily found. Indeed, the commutator of a diagonalmatrix b = 0BBB@ �1 �2 . . . �n 1CCCAwith any matrix c = (cij) is computed as follows:(ad b) c = ((�i � �j)cij):



19.3. CONTROL OF QUANTUM SYSTEMS 267If a diagonal matrix b has simple spectrum:�i � �j 6= 0; i 6= j;then the Lie algebra Hb consists of diagonal matrices of the form (19:12), con-sequently Hb is Abelian.So for a matrix b 2 so(n) with mutually distinct eigenvalues (i.e., for genericb 2 so(n)) the Lie algebra HTbT�1 is Abelian, thus Hb is Abelian as well.Returning to our sub-Riemannian problem, we conclude that we described allnormal extremal curves (19:7), and described abnormal extremal curves (19:11)for generic b 2M.Exercise 19.1. Consider a more general sub-Riemannian problem stated in thesame way as in this section, but with the space of control parameters U � Many linear subspace such that its orthogonal complementU? w.r.t. the invariantscalar product is a Lie subalgebra:[U?; U?] � U?: (19.13)Prove that normal extremals in this problem are products of two one-parametergroups (as in the corank one case considered above):a? = const; (19.14)aU(t) = etad a? a0U ; a0U = aU (0); (19.15)q(t) = q0 eta e�ta? ; (19.16)where a = aU + a? is the decomposition of a vector a 2 M corresponding tothe splittingM = U � U?. We apply these results in the next problem.19.3 Control of quantum systemsThis section is based on the paper of U. Boscain, T. Chambrion, and J.-P. Gau-thier [105].Consider a three-level quantum system described by the Schr�odinger equa-tion (in a system of units such that ~ = 1):i _ = H ; (19.17)where  : R! C 3 ,  = ( 1;  2;  3), is a wave function andH = 0@ E1 
1 0
1 E2 
20 
2 E3 1A (19.18)is the Hamiltonian. Here E1 < E2 < E3 are constant energy levels of the systemand 
i : R! C are controls describing the inuence of the external pulsed �eld.The controls are connected to the physical parameters by 
j(t) = �jFj(t)=2,



268 CHAPTER 19. PROBLEMS ON COMPACT LIE GROUPSj = 1; 2, with Fj the external pulsed �eld and �j the couplings (intrinsic to thequantum system) that we have restricted to couple only levels j and j + 1 bypairs.This �nite-dimensional problem can be thought as the reduction of an in-�nite-dimensional problem in the following way. We start with a Hamiltonianwhich is the sum of a drift-term H0, plus a time dependent potential V (t) (thecontrol term, i.e., the lasers). The drift term is assumed to be diagonal, witheigenvalues (energy levels) E1 < E2 < E3 < � � � . Then in this spectral reso-lution of H0, we assume the control term V (t) to couple only the energy levelsE1, E2 and E2, E3. The projected problem in the eigenspaces corresponding toE1, E2, E3 is completely decoupled and is described by Hamiltonian (19:18).The problem is stated as follows. Assume that at the initial instant t =0 the state of the system lies in the eigenspace corresponding to the groundeigenvalue E1. The goal is to determine controls 
1, 
2 that steer the systemat the terminal instant t = t1 to the eigenspace corresponding to E3, requiringthat these controls minimize the cost (energy in the following):J = Z T0 �j
1(t)j2 + j
2(t)j2� dt:From the physical viewpoint, this problem may be considered either with arbi-trary controls 
i(t) 2 C , or with controls \in resonance":
j(t) = uj(t)ei(!j t+�j); !j = Ej+1 �Ej ; (19.19)uj : R! R; �j 2 [��; �]; j = 1; 2: (19.20)In the sequel we call this second problem of minimizing the energy J , which inthis case reduces to Z t10 �u21(t) + u22(t)� dt; (19.21)the \real-resonant" problem. The �rst problem (with arbitrary complex con-trols) will be called the \general-complex" problem.Since Hamiltonian (19:18) is self-adjoint: H� = H, it follows that Schr�odin-ger equation (19:17) is well-de�ned on the unit sphereSC = S5 = � = ( 1;  2;  3) 2 C 3 j j j2 = j 1j2 + j 2j2 + j 3j2 = 1	 :The source and the target, i.e., the initial and the terminal manifolds in thegeneral-complex problem are respectively the circlesSdC = f(ei'; 0; 0) j ' 2 Rg; T dC = f(0; 0; ei') j ' 2 Rg:The meaning of the label (d) here will be clari�ed later.Summing up, the general-complex problem is stated as follows:i _ = H ;  2 S5; 
1; 
2 2 C ; (0) 2 SdC;  (t1) 2 T dC ;Z t10 �j
1j2 + j
2j2� dt! min;



19.3. CONTROL OF QUANTUM SYSTEMS 269with the Hamiltonian H de�ned by (19:18).For the real-resonant case, the control system is (19:17) with Hamiltonian(19:18), admissible controls (19:19), (19:20), and cost (19:21). The natural statespace, source, and target in this problem will be found later.19.3.1 Elimination of the driftWe change variables in order to transfer the a�ne in control system (19:17),(19:18) to a system linear in control, both in the general-complex and real-resonant cases.For 
 2 C , denote by Mj(
) and Nj(
) the n� n matrices:Mj(
)k;l = �j;k�j+1;l
+ �j+1;k�j;l
Nj(
)k;l = �j;k�j+1;l
� �j+1;k; �j;l
; j = 1; 2; (19.22)where � is the Kronecker symbol: �i;j = 1 if i = j, �i;j = 0 if i 6= j. Let� = diag(E1; E2; E3), !j = Ej+1 � Ej, j = 1; 2. We will consider successivelythe general-complex problem:i _ = H ; H = �+ 2Xj=1Mj(
j); 
j 2 C ;and the real-resonant problem:i _ = H ; H = �+ 2Xj=1Mj(ei(!j t+�j)uj); uj; �j 2 R:In both cases, we �rst make the change of variable  = e�it�� to get:i _� = 2Xj=1 �Ad eit�Mj(
j)�� = 2Xj=1Mj�e�it!j
j)�:The source S and the target T are preserved by this �rst change of coordinates.The general-complex caseIn that case, we make the time-dependent cost preserving change of controls:e�it!j
j = i~
j :Hence our problem becomes (after the change of notation �!  , ~
j ! uj):_ = 2Xj=1Nj(uj) = eHC  ; uj 2 C ; (19.23)Z t10 �ju1j2 + ju2j2� dt! min; (19.24) (0) 2 SdC;  (t1) 2 T dC ; (19.25)



270 CHAPTER 19. PROBLEMS ON COMPACT LIE GROUPSwhere eHC = 0@ 0 u1(t) 0��u1(t) 0 u2(t)0 ��u2(t) 0 1A : (19.26)Notice that the matrices Nj(1); Nj(i) generate su(3) as a Lie algebra. Thecost and the relation between controls before and after elimination of the driftare: J = Z t10 �ju1(t)j2 + ju2(t)j2� dt; (19.27)
1(t) = u1(t)ei[(E2�E1)t+�=2]; (19.28)
2(t) = u2(t)ei[(E3�E2)t+�=2]: (19.29)The real-resonant caseIn this case 
j = ujei(!j t+�j), and we have:i _� = 2Xj=1Mj �ei�juj��; uj 2 R:We make another diagonal, linear change of coordinates:� = eiL�; L = diag(�1; �2; �3); �j 2 R;which gives: i _� = 2Xj=1Mj �ei(�j+�j+1��j)uj��:Choosing the parameters �j such that ei(�j+�j+1��j) = i, we get:_� = 2Xj=1Nj(uj)�; uj 2 R: (19.30)The source and the target are also preserved by this change of coordinates.Notice that the matrices N1(1), N2(1) in (19:30) generate so(3) as a Lie algebra.This means that the orbit of system (19:30) through the points (�1; 0; 0) is thereal sphere S2. Hence (by multiplication on the right by ei'), the orbit throughthe points (�ei'; 0; 0) is the set S2ei'. Therefore (after the change of notation�!  ) the real-resonant problem is well-de�ned on the real sphereSR= S2 = � = ( 1;  2;  3) 2 R3 j j j2 =  21 +  22 +  23 = 1	 ;



19.3. CONTROL OF QUANTUM SYSTEMS 271as follows: _ = 2Xj=1Nj(uj) = ~HR ;  2 S2; uj 2 R; (19.31)Z t10 �u21 + u22� dt! min; (19.32) (0) 2 f(�1; 0; 0)g;  (t1) 2 f(0; 0;�1)g; (19.33)where ~HR= 0@ 0 u1(t) 0�u1(t) 0 u2(t)0 �u2(t) 0 1A : (19.34)The cost is given again by formula (19:27) and the relation between controlsbefore and after elimination of the drift is:
j(t) = uj(t) ei(!j t+�j); !j = Ej+1 �Ej;uj : R! R; �j 2 [��; �]; j = 1; 2:In the following we will use the labels (C) and (R) to indicate respectivelythe general-complex problem and the real-resonant one. When these labels aredropped in a formula, we mean that it is valid for both the real-resonant andthe general-complex problem. With this notation:SdC = f(ei'; 0; 0)g; T dC = f(0; 0; ei')g;SdR= f(�1; 0; 0)g; T dR= f(0; 0;�1)g:19.3.2 Lifting of the problems to Lie groupsThe problems (19:23){(19:25) and (19:31){(19:33) on the spheres SC = S5 andSR= S2 are naturally lifted to right-invariant problems on the Lie groupsMC = SU(3) and MR= SO(3) respectively. The lifted systems read_q = eHq; q 2M: (19.35)Denote the projections�C : SU(3)! S5; �R: SO(3)! S2both de�ned as q 7! q0@ 100 1A ;i.e., a matrix maps to its �rst column. We call problems (19:35) on the Liegroups M problems upstairs, and problems (19:23), (19:31) on the spheres S



272 CHAPTER 19. PROBLEMS ON COMPACT LIE GROUPSproblems downstairs. We denote the problem upstairs by the label (u) in parallelwith the label (d) for the problem downstairs.Now we compute boundary conditions for the problems upstairs. De�ne thecorresponding sources and targets:Su = ��1(Sd); T u = ��1(T d):The source SuC consists of all matrices q 2 SU(3) with the �rst column in SdC:q = 0BB@ � 00 A 1CCA ; � 2 U(1); A 2 U(2); det q = 1:We denote the subgroup of SU(3) consisting of such matrices by S(U(1)�U(2)).So the source upstairs in the general-complex problem is the subgroupSuC = S(U(1)�U(2)):Further, the matrix bq = 0@ 0 1 00 0 11 0 0 1Amaps SdC into T dC , thus T uC = bq SuC = bq S(U(1)� U(2)):Similarly, in the real case the source upstairs isSuR= S(O(1)�O(2));the subgroup of SO(3) consisting of the matricesq = 0BB@ � 00 A 1CCA ; � 2 O(1); A 2 O(2); det q = 1;and the target is T uR= bq SuR= bq S(O(1)� O(2)):Summing up, we state the lifted problems. The real problem upstairs reads:_q = eHRq = (u1X1 + u2X2) q; q 2 SO(3); u1; u2 2 R; (19.36)q(0) 2 SuR; q(t1) 2 T uR;Z t10 �u21 + u22� dt! min;



19.3. CONTROL OF QUANTUM SYSTEMS 273where X1 = 0@ 0 1 0�1 0 00 0 0 1A ; X2 = 0@ 0 0 00 0 10 �1 0 1A : (19.37)Notice that the real problem upstairs is a right-invariant sub-Riemannian prob-lem on the compact Lie group SO(3) with a corank one set of control parametersU � so(3), i.e., a problem already considered in Section 19.2. We haveU = span(X1; X2); U? = span(X3); X3 = 0@ 0 0 10 0 0�1 0 0 1A :Moreover, the frame (19:37) is orthonormal w.r.t. the invariant scalar producthX;Y i = �12 tr(XY ); X; Y 2 so(3):The complex problem upstairs is stated as follows:_q = eHC q = (u1X1 + u2X2 + u3Y1 + u4Y2) q; q 2 SU(3); uj 2 R;(19.38)q(0) 2 SuC ; q(t1) 2 T uC ;Z t10 �u21 + u22 + u23 + u24� dt! min :Here X1 and X2 are given by (19:37) andY1 = 0@ 0 i 0i 0 00 0 0 1A ; Y2 = 0@ 0 0 00 0 i0 i 0 1A :The set of control parameters isU = span(X1; X2; Y1; Y2):Notice that its orthogonal complement isU? = span(Z1; Z2; Z3; Z4);where Z1 = 0@ 0 0 10 0 0�1 0 0 1A ; Z2 = 0@ 0 0 i0 0 0i 0 0 1A ;Z3 = 0@ i 0 00 �i 00 0 0 1A ; Z4 = 0@ 0 0 00 i 00 0 �i 1A ;



274 CHAPTER 19. PROBLEMS ON COMPACT LIE GROUPSand it is easy to check that U? is a Lie subalgebra. So the general-complexproblem is of the form considered in Exercise 19.1. Again the distribution isright-invariant and the frame (X1; X2; Y1; Y2) is orthonormal for the metrichX;Y i = �12 tr(XY ); X; Y 2 su(3):The problems downstairs and upstairs are related as follows. For any trajec-tory upstairs q(t) 2 M satisfying the boundary conditions in M , its projection (t) = �(q(t)) 2 S is a trajectory of the system downstairs satisfying the bound-ary conditions in S. And conversely, any trajectory downstairs  (t) with theboundary conditions can be lifted to a trajectory upstairs q(t) with the corre-sponding boundary conditions (such q(t) is a matrix fundamental solution of thesystem downstairs). The cost for the problems downstairs and upstairs is thesame. Thus solutions of the optimal control problems downstairs are projectionsof the solutions upstairs.19.3.3 ControllabilityThe set of control parameters U in the both problems upstairs (19:38), (19:36)satis�es the property [U;U ] = U?, thusU + [U;U ] =M = TIdM: (19.39)The systems upstairs have a full rank and are symmetric, thus they are com-pletely controllable on the corresponding Lie groups SU(3), SO(3). Passing tothe projections �, we obtain that the both systems downstairs (19:23), (19:31)are completely controllable on the corresponding spheres S5, S2.19.3.4 ExtremalsThe problems upstairs are of the form considered in Section 19.2 and Exer-cise 19.1, but right-invariant not left-invariant ones. Thus normal extremals aregiven by formulas (19:14){(19:16), where multiplication from the left is replacedby multiplication from the right:a? = const;aU (t) = e�t ada? a0U ; a0U = aU (0);q(t) = e�ta? eta q0; (19.40)for any a? 2 U?, a0U 2 U . Geodesics are parametrized by arclength i�ha0U ; a0U i = 1: (19.41)Equality (19:39) means that in the problems upstairs, vector �elds in theright-hand sides and their �rst order Lie brackets span the whole tangent space.Such control systems are called 2-generating. In Chapter 20 we prove that for



19.3. CONTROL OF QUANTUM SYSTEMS 275such systems strictly abnormal geodesics (i.e., trajectories that are projections ofabnormal extremals but not projections of normal ones) are not optimal, see theargument before Example 20.1. Thus we do not consider abnormal extremalsin the sequel.19.3.5 Transversality conditionsIn order to select geodesics meeting the boundary conditions, we analyze trans-versality conditions upstairs.Transversality conditions of PMP on T �M corresponding to the boundaryconditions q(0) 2 S; q(t1) 2 T ; S; T �M;read as follows: h�0; Tq(0)Si = h�t1 ; Tq(t1)T i = 0: (19.42)Via trivialization (18:12) of T �M , transversality conditions (19:42) are rewrittenfor the extremal (x(t); q(t)) 2M� �M in the form:
x(0); q(0)�1 Tq(0)S � = 
x(t1); q(t1)�1 Tq(t1)T � = 0:Here the brackets h � ; � i denote action of a covector on a vector. The transver-sality conditions for the extremal (a(t); q(t)) 2M�M read as follows:
a(0); q(0)�1 Tq(0)S � = 
a(t1); q(t1)�1 Tq(t1)T � = 0;where the brackets denote the invariant scalar product inM.For the right-invariant problem, transversality conditions are written interms of right translations:
a(0); (Tq(0)S) q(0)�1 � = 
a(t1); (Tq(t1)T ) q(t1)�1 � = 0: (19.43)The following features of transversality conditions for our problems upstairssimpli�es their analysis.Lemma 19.1. (1) Transversality conditions at the source are required onlyat the identity.(2) Transversality conditions at the source imply transversality conditions atthe target.Proof. Item (1) follows since the problem is right-invariant and the source Suis a subgroup.Item (2). Let �t 2 T �q(t)M be a normal extremal for the problem upstairssuch that q(0) = Id. We assume the transversality conditions at the source:h�0; TIdSui = 0;



276 CHAPTER 19. PROBLEMS ON COMPACT LIE GROUPSand prove the transversality conditions at the target:h�t1 ; Tq(t1)T ui = 0: (19.44)Notice �rst of all that since q(t1) 2 T u = bq Su, then bq�1q(t1) 2 Su andT u = bq Su = bq (bq�1q(t1))Su = q(t1)Su:Then transversality conditions at the target (19:44) readh�t1 ; Tq(t1) (q(t1)Su)i = 0:In order to complete the proof, we show that the functionI(t) = h�t; Tq(t) (q(t)Su)i; t 2 [0; t1];is constant. Denote the tangent space S = TIdSu. Then we have:I(t) = h�t; q(t)Si = 
x(t); q(t)Sq(t)�1�= hx(t); (Ad q(t))Si = ha(t); (Ad q(t))Si= D(Ad e�ta?)a(0); (Ad e�ta?)(Ad e�ta(0))SEby invariance of the scalar product= Da(0); (Ad e�ta(0))SE = D(Ad e�ta(0))a(0); SE = ha(0); Si= I(0):That is, I(t) � const, and item (2) of this lemma follows.19.3.6 Optimal geodesics upstairs and downstairsSimilarly to N1, N2 (see formula (19:22)), let us de�ne N1;3 by:N1;3(a3ei�3) = 0@ 0 0 a3ei�30 0 0�a3e�i�3 0 0 1A :Let us set, in the real-resonant casea0U = a1N1(1) + a2N2(1); a? = a3N1;3(1):In the general complex case, seta0U = N1(a1ei�1) + N2(a2ei�2 ); a? = a4Z3 + a5Z4 +N1;3(a3ei�3):Here ai 2 R and �i 2 [��; �].



19.3. CONTROL OF QUANTUM SYSTEMS 277The real-resonant caseProposition 19.1. For the real-resonant problem, transversality condition atthe identity in the source ha; TIdSuRi = 0 means that a2 = 0.Proof. We have TIdSuR= 8<:0@ 0 0 00 0 ��0 � 0 1A ; � 2 R9=; ;thus the equation ha; TIdSuRi = 0 is satis�ed for every � 2 R if and only ifa2 = 0.From Proposition 19.1 and condition (19:41), one gets the covectors to beused in formula (19:40): a� = 0@ 0 �1 a3�1 0 0�a3 0 0 1A : (19.45)Proposition 19.2. Geodesics (19:40) with the initial condition q(0) = Id andmatrix a given by (19:45) reach the target T uRfor the smallest time (arclength)jtj, if and only if a3 = �1=p3. Moreover, the 4 geodesics (corresponding to a�and to the signs � in a3) have the same length and reach the target at the timet1 = p32 �:Proof. Computing q(t) = e�a?te(a?+a0U )t, with a given by formula (19:45), andrecalling that  (t) = q(t)0@ 100 1A ;one gets for the square of the third component of the wave function:( 3(t))2 = �cos(t a3) sin (t ) a3  � cos (t ) sin(t a3) 2�24 ; (19.46) =q1 + a23:Then the following lemma completes the proof of this proposition.Lemma 19.2. Set fa = cos(ta) sin(tp1 + a2) ap1+a2 � cos(tp1 + a2) sin(ta),then jfaj � 1. Moreover, jfaj = 1 i� jajp1+a2 = ��� 12k + k0k ��� < 1, k 6= 0 andt = k�p1+a2 . In particular, the smallest jtj is obtained for k = �1, a = � 1p3 ,t = ��p32 .



278 CHAPTER 19. PROBLEMS ON COMPACT LIE GROUPSProof. Set � = ap1+a2 , � = tp1 + a2, then:fa(t) = � cos(��) sin(�) � cos(�) sin(��)= h(� cos(��); sin(��)); (sin(�);� cos(�))i= hv1; v2i:Both v1; v2 have norm � 1 and jfaj � 1. Hence, for jfaj = 1, we must havejv1j = jv2j = 1, v1 = �v2. It follows that cos(��) = 0 and cos(�) = �1.Hence � = k�, �� = �2 + k0�, � = 12k + k0k . Therefore, ��� 12k + k0k ��� = � < 1.Conversely, choose k; k0 meeting this condition, and � = k�. Then cos(�) = �1,sin(��) = �1, fa(t) = �1. Now, jtj = k�p1+a2 , and the smallest jtj is obtainedfor k = �1 (if k = 0, � = 0 and fa(t) = 0). Moreover, ��� 12k + k0k ��� < 1 is possibleonly for (k; k0) = (1; 0) or (1;�1) or (�1; 0) or (�1;�1). In all cases, j�j = 12 ,a = � 1p3 , and t = ��p32 .Let us �x for instance the sign � in (19:45) and a3 = +1=p3. The expres-sions of the three components of the wave function are: 1(t) = cos� tp3�3 ; 2(t) = p32 sin� 2 tp3� ; 3(t) = �sin� tp3�3:Notice that this curve is not a circle on S2.Controls can be obtained with the following expressions:u1 = ( _qq�1)1;2; u2 = ( _qq�1)2;3:We get: u1(t) = � cos� tp3� ;u2(t) = sin� tp3� :Using conditions (19:19){(19:20) (resonance hypothesis), we get for the external�elds: 
1(t) = � cos �t=p3� ei(!1t+�1);
2(t) = sin�t=p3� ei(!2t+�2):Notice that the phases �1; �2 are arbitrary.



19.3. CONTROL OF QUANTUM SYSTEMS 279The general-complex caseProposition 19.3. For the general-complex problem, transversality conditionat the identity in the source ha; TIdSuCi = 0 means that a2 = a4 = a5 = 0.Proof. We have:TIdSuC = 8<:0@ i�1 0 00 i(�2 � �1) �1 + i�20 ��1 + i�2 �i�2 1A ; �1; �2; �1; �2 2 R9=; :The equation ha; TIdSuCi = 0 is satis�ed for every �1; �2; �1; �2 2 R if and onlyif a2 = a4 = a5 = 0.The covector to be used in formula (19:40) is then:a(�1;�3) = 0@ 0 ei�1 a3ei�3�e�i�1 0 0�a3e�i�3 0 0 1A : (19.47)Proposition 19.4. The geodesics (19:40), with a given by formula (19:47) (forwhich q(0) = Id), reach the target T uC for the smallest time (arclength) jtj, if andonly if a3 = �1=p3. Moreover, all the geodesics of the two parameter familycorresponding to �1; �3 2 [��; �], have the same length:t1 = p32 �:Proof. The explicit expression for j 3j2 is given by the right-hand side of for-mula (19:46). The conclusion follows as in the proof of Proposition 19.2.The expressions of the three components of the wave function and of optimalcontrols are:  1(t) = cos� tp3�3; 2(t) = �p32 sin� 2 tp3� e�i�1 ; 3(t) = �sin� tp3�3e�i�3 ;and u1(t) = cos �t=p3� ei�1 ;u2(t) = � sin�t=p3� ei(�3��1):Notice that all the geodesics of the family described by Proposition 19.4 havethe same length as the 4 geodesics described by Proposition 19.2. This provesthat the use of the complex Hamiltonian (19:26) instead of the real one (19:34)does not allow to reduce the cost (19:27). We obtain the following statement.



280 CHAPTER 19. PROBLEMS ON COMPACT LIE GROUPSProposition 19.5. For the three-level problem with complex controls, optimal-ity implies resonance. More precisely, controls 
1, 
2 are optimal if and onlyif they have the following form:
1(t) = cos(t=p3)ei[(E2�E1)t+'1];
2(t) = sin(t=p3)ei[(E3�E2)t+'2];where '1; '2 are two arbitrary phases. Here the �nal time t1 is �xed in such away sub-Riemannian geodesics are parametrized by arclength, and it is given byt1 = p32 �.19.4 A time-optimal problem on SO(3)Consider a rigid body inR3. Assume that the body can rotate around some axis�xed in the body. At each instant of time, orientation of the body in R3 de�nesan orthogonal transformation q 2 SO(3). We are interested in the length ofthe curve in SO(3) corresponding to the motion of the body. Choose a naturalparameter (arc length) t, then the curve q = q(t) satis�es the ODE_q = qf;where f 2 so(3); jf j = 1;is the unit vector of angular velocity corresponding to the �xed axis of rotationin the body. The curve is a one-parameter subgroup in SO(3):q(t) = q(0)etf ;and we obviously have no controllability on SO(3).In order to extend possibilities of motion in SO(3), assume now that thereare two linearly independent axes in the body:f; g 2 so(3); jf j = jgj = 1; f ^ g 6= 0;and we can rotate the body around these axes in certain directions. Now wehave a control system _q = (qfqg ;which is controllable on SO(3):Lie(qf; qg) = span(qf; qg; q[f; g]) = q so(3) = Tq SO(3):In order to simplify notation, choose vectorsa; b 2 so(3)



19.4. A TIME-OPTIMAL PROBLEM ON SO(3) 281such that f = a+ b; g = a� b:Then the control system reads _q = q(a� b):We are interested in the shortest rotation of the body steering an initial orienta-tion q0 to a terminal orientation q1. The corresponding optimal control problemis q(0) = q(0); q(t1) = q1;l = Z t10 j _qj dt! min :Since j _qj = ja� bj = 1, this problem is equivalent to the time-optimal problem:t1 ! min :Notice that ha; bi = h(f + g)=2; (f � g)=2i = 0: (19.48)Moreover, by rescaling time we can assume thatjaj = 1: (19.49)Passing to convexi�cation, we obtain the following �nal form of the problem:_q = q(a + ub); u 2 [�1; 1]; q 2 SO(3);q(0) = q0; q(t1) = q1;t1 ! min;where a; b 2 so(3) are given vectors that satisfy equalities (19:48), (19:49). Nowwe study this time-optimal problem.By PMP, if a pair (u(�); q(�)) is optimal, then there exists a Lipschitziancurve x(t) 2 so(3) such that:( _q = q(a + u(t)b);_x = [x; a+ u(t)b];hu(t)(x(t)) = hx(t); a+ u(t)bi = maxjvj�1hx(t); a+ vbi � 0;moreover, hu(t)(x(t)) = const :The maximality condition for the functionv 7! hx(t); a+ vbi = hx(t); ai+ vhx(t); bi; v 2 [�1; 1];



282 CHAPTER 19. PROBLEMS ON COMPACT LIE GROUPSis easily resolved if the switching functionx 7! hx; bi; x 2M;does not vanish at x(t). Indeed, in this case optimal control can take onlyextremal values �1: hx(t); bi 6= 0 ) u(t) = sgnhx(t); bi:If the switching function has only isolated roots on some real segment, then thecorresponding control u(t) takes on this segment only extremal values. More-over, the instants where u(t) switches from one extremal value to another areisolated. Such a control is called bang-bang .Now we study the structure of optimal controls. Take an arbitrary extremalwith the curve x(t) satisfying the initial conditionhx(0); bi 6= 0:Then the ODE _x = [x; a� b]; � = sgnhx(0); biis satis�ed for t > 0 until the switching function hx(t); bi remains nonzero. Thusat such a segment of time x(t) = e�t ad(a�b)x(0):We study the switching function hx(t); bi. Notice that its derivative does notdepend upon control:dd thx(t); bi = h[x(t); a+ u(t)b]; bi = �hx(t); [a; b]i:If the switching function vanishes:hx(t); bi = 0at a point where hx(t); [a; b]i 6= 0;then the corresponding control switches, i.e., changes its value from +1 to �1or from �1 to +1. In order to study, what sequences of switchings of optimalcontrols are possible, it is convenient to introduce coordinates in the Lie algebraM.In view of equalities (19:48), (19:49), the Lie bracket [a; b] satis�es the con-ditions [a; b]? a; [a; b]? b; j[a; b]j= jbj;this follows easily from properties of cross-product in R3. Thus we can choosean orthonormal basis: so(3) = span(e1; e2; e3)



19.4. A TIME-OPTIMAL PROBLEM ON SO(3) 283such that a = e2; b = �e3; [a; b] = �e1; � > 0:In this basis, switching points belong to the horizontal plane span(e1; e2).Let x(�0) be a switching point, i.e., t = �0 is a positive root of hx(t); bi.Assume that at this point control switches from +1 to �1 (the case of switchingfrom �1 to +1 is completely similar, we show this later). Thenh _x(�0); bi = �h _x(�0); [a; b]i � 0;thus hx(�0); e1i � 0:Further, since the Hamiltonian of PMP is nonnegative, thenhu(�0)(x(�0)) = hx(�0); ai = hx(�0); e2i � 0:So the point x(�0) lies in the �rst quadrant of the plane span(e1; e2):x(�0) 2 cone(e1; e2):Let x(�1) be the next switching point after �0. The control has the formu(t) = (1; t 2 [�0 � "; �0];�1; t 2 [�0; �1];and the curve x(t) between the switchings is an arc of the circle obtained byrotation of the point x(�0) around the vector a� b = e2 � �e3:x(t) = e�tad(a�b)x(�0); t 2 [�0; �1]:The switching points x(�0), x(�1) satisfy the equalities:hx(�0); e3i = hx(�1); e3i = 0;hx(�0); e2i = hx(�1); e2i = hu(�0�")(x(�0 � "));jx(�0) = jx(�1)j:Consequently, hx(�0); e1i = �hx(�1); e1i;i.e., x(�1) is the reection of x(�0) w.r.t. the plane span(e2; e3). Geometricallyit is easy to see that the angle of rotation � from x(�0) to x(�1) around a� b isbounded as follows: � 2 [�; 2�];see �g. 19.2. The extremal values of � are attained when the point x(�0) is onthe boundary of cone(e1; e2):x(�0) 2 R+e1 ) � = �;x(�0) 2 R+e2 ) � = 2�:



284 CHAPTER 19. PROBLEMS ON COMPACT LIE GROUPSe1 e2 = ae3b = �e3[a; b] = �e1 a� b� x(�0)x(�1)
Figure 19.2: Estimate of rotation angle �In the second case the point x(t), as well as the point q(t), makes a completerevolution at the angle 2�. Such an arc cannot be a part of an optimal trajectory:it can be eliminated with decrease of the terminal time t1. Consequently, theangle between two switchings is � 2 [�; 2�):Let x(�2) be the next switching after x(�1). The behavior of control afterthe switching x(�1) from �1 to +1 is similar to the behavior after x(�0). Indeed,our time-optimal problem admits the symmetryb 7! �b:After the change of basise3 7! �e3; e1 7! �e1; e2 7! e2the curve x(t) is preserved, but now it switches at x(�1) from +1 to �1. Thiscase was already studied, thus the angle of rotation from x(�1) to x(�2) is again�, moreover, x(�2) = x(�0). The next switching point is x(�3) = x(�1), and soon.Thus the structure of bang-bang optimal trajectories is quite simple. Suchtrajectories contain a certain number of switching points. Between these switch-ing points the vector x(t) rotates alternately around the vectors a+ b and a� bat an angle � 2 [�; 2�) constant along each bang-bang trajectory. Before the�rst switching and after the last switching the vector x(t) can rotate at angles�0 and �1 respectively, 0 < �0; �1 � �. The system of all optimal bang-bang



19.4. A TIME-OPTIMAL PROBLEM ON SO(3) 285trajectories is parametrized by 3 continuous parameters �0, �, �1, and 2 discreteparameters: the number of switchings and the initial control sgnhx(0); bi.An optimal trajectory can be not bang-bang only if the point x(�0) corre-sponding to the �rst nonnegative root of the equation hx(t); bi = 0 satis�es theequalities hx(�0); bi = hx(�0); [a; b]i = 0:Then x(�0) = �e2; � 6= 0:There can be two possibilities:(1) either the switching function hx(t); bi takes nonzero values for some t > �0and arbitrarily close to �0,(2) or hx(t); bi � 0; t 2 [�0; �0 + "]; (19.50)for some " > 0.We start from the �rst alternative. From the analysis of bang-bang trajec-tories it follows that switching times cannot accumulate to �0 from the right:the angle of rotation between two consecutive switchings � � �. Thus in case(1) we have hx(t); bi > 0; t 2 [�0; �0 + �];for some � > 0. That is, �0 is a switching time. Since x(�0) 2 Re1, then theangle of rotation until the next switching point is � = 2�, which is not optimal.So case (1) cannot occur for an optimal trajectory.Consider case (2). We di�erentiate identity (19:50) twice w.r.t. t:dd thx(t); bi = �hx(t); [a; b]i � 0;dd thx(t); [a; b]i = h[x(t); a+ u(t)b; [a; b]i= u(t)h[x(t); b]; [a; b]i= 0:Then x(t) = �(t)e2, t 2 [�0; �0 + "], thusu(t)h[a; b]; [a; b]i= 0;i.e., u(t) � 0; t 2 [�0; �0 + "]:This control is not determined directly from PMP (we found it with the help ofdi�erentiation). Such a control is called singular .Optimal trajectories containing a singular part (corresponding to the controlu(t) � 0) can have an arc with u � �1 before the singular part, with the angle



286 CHAPTER 19. PROBLEMS ON COMPACT LIE GROUPSof rotation around a� b less then 2�; such an arc can also be after the singularone. So there can be 4 types of optimal trajectories containing a singular arc:+ 0 +; + 0 �; � 0 +; � 0 � :The family of such trajectories is parametrized by 3 continuous parameters(angles of rotation at the corresponding arcs) and by 2 discrete parameters(signs at the initial and �nal segments).So we described the structure of all possible optimal trajectories: the bang-bang one, and the strategy with a singular part. The domains of points in SO(3)attained via these strategies are 3-dimensional, and the union of these domainscovers the whole group SO(3). But it is easy to see that a su�ciently longtrajectory following any of the two strategies is not optimal: the two domainsin SO(3) overlap. Moreover, each of the strategies overlaps with itself. Inorder to know optimal trajectory for any point in SO(3), one should study theinteraction of the two strategies and intersections of trajectories that follow thesame strategy. This interesting problem remains open.Notice that the structure of optimal trajectories in this left-invariant time-optimal problem on SO(3) is similar to the structure of optimal trajectories forDubins car (Sec. 13.5). This resemblance is not accidental: the problem onDubins car can be formulated as a left-invariant time-optimal problem on thegroup of isometries of the plane.



Chapter 20Second order optimalityconditions20.1 HessianIn this chapter we obtain second order necessary optimality conditions for con-trol problems. As we know, geometrically the study of optimality reduces tothe study of boundary of attainable sets (see Section 10.2). Consider a controlsystem _q = fu(q); q 2M; u 2 U = intU � Rm; (20.1)where the state spaceM is, as usual, a smoothmanifold, and the space of controlparameters U is open (essentially, this means that we study optimal controlsthat do not come to the boundary of U , although a similar theory for bang-bangcontrols can also be constructed). The attainable set Aq0 (t1) of system (20:1)is the image of the endpoint mappingFt1 : u(�) 7! q0� �!exp Z t10 fu(t) dt:We say that a trajectory q(t), t 2 [0; t1], is geometrically optimal for sys-tem (20:1) if it comes to the boundary of the attainable set for the terminaltime t1: q(t1) 2 @Aq0 (t1):Necessary conditions for this inclusion are given by Pontryagin MaximumPrin-ciple. A part of the statements of PMP can be viewed as the �rst order opti-mality condition (we see this later). Now we seek for optimality conditions ofthe second order.Consider the problem in a general setting. LetF : U !M287



288 CHAPTER 20. SECOND ORDER OPTIMALITY CONDITIONSbe a smooth mapping, where U is an open subset in a Banach space and Mis a smooth n-dimensional manifold (usually in the sequel U is the space ofadmissible controls L1([0; t1]; U ) and F = Ft1 is the endpoint mapping of acontrol system). The �rst di�erentialDuF : Tu U ! TF (u)Mis well de�ned independently on coordinates. This is not the case for the seconddi�erential. Indeed, consider the case where u is a regular point for F , i.e., thedi�erential DuF is surjective. By implicit function theorem, the mapping Fbecomes linear in suitably chosen local coordinates in U and M , thus it has nointrinsic second di�erential. In the general case, well de�ned independently ofcoordinates is only a certain part of the second di�erential.The di�erential of a smooth mapping F : U ! M can be de�ned via the�rst order derivative DuF v = dd " ����"=0F ('(")) (20.2)along a curve ' : (�"0; "0)! U with the initial conditions'(0) = u 2 U ; _'(0) = v 2 Tu U :In local coordinates, this derivative is computed asdFdu _'; _' = _'(0):In other coordinates ~q in M , derivative (20:2) is evaluated asd eFdu _' = d ~qd q dFdu _':Coordinate representation of the �rst order derivative (20:2) transforms underchanges of coordinates as a tangent vector to M | it is multiplied by theJacobian matrix d ~qd q .The second order derivatived2d "2 ����"=0F ('(")); (20.3)'(0) = u 2 U ; _'(0) = v 2 Tu U ;is evaluated in coordinates as d2Fdu2 ( _'; _') + dFdu �':



20.1. HESSIAN 289Transformation rule for the second order directional derivative under changesof coordinates has the form:d2 eFdu2 ( _'; _') + d eFdu �' = d ~qd q �d2Fdu2 ( _'; _') + dFdu �'�+ d2 ~qd q2 �dFdu _'; dFdu _'� : (20.4)The second order derivative (20:3) transforms as a tangent vector in TF (u)Monly if _' = v 2 KerDuF , i.e., if term (20:4) vanishes. Moreover, it is deter-mined by u and v only modulo the subspace ImDuF , which is spanned by theterm dFdu �'.Thus intrinsically de�ned is the quadratic mappingKerDuF ! TF (u)M= ImDuF;v 7! d2d "2 ����"=0 F ('(")) mod ImDuF: (20.5)After this preliminary discussion, we turn to formal de�nitions.The Hessian of a smooth mapping F : U ! M at a point u 2 U is asymmetric bilinear mappingHessu F : KerDuF �KerDuF ! CokerDuF = TF (u)M= ImDuF: (20.6)In particular, at a regular point CokerDuF = 0, thus HessuF = 0. Hessian isde�ned as follows. Let v; w 2 KerDuFand � 2 (ImDuF )? � T �F (u)M:In order to de�ne the value �Hessu F (v; w);take vector �elds V; W 2 Vec U ; V (u) = v; W (u) = w;and a function a 2 C1(M ); dF (u)a = �:Then �Hessu F (v; w) def= V �W (a � F )ju : (20.7)We show now that the right-hand side does not depend upon the choice ofV , W , and a. The �rst Lie derivative isW (a � F ) = hdF (�)a; F�W (�)i;



290 CHAPTER 20. SECOND ORDER OPTIMALITY CONDITIONSand the second Lie derivative V �W (a � F )ju does not depend on second deriva-tives of a since F�W (u) = 0. Moreover, the second Lie derivative obviouslydepends only on the value of V at u but not on derivatives of V at u. In or-der to show the same for the �eld W , we prove that the right-hand side of thede�nition of Hessian is symmetric w.r.t. V and W :(W � V (a � F )� V �W (a � F ))ju = [W;V ] (a � F )ju = dF (u)a| {z }=� �DuF [W;V ](u)= 0since � ? ImDuF . We showed that the mapping HessuF given by (20:7) isintrinsically de�ned independently of coordinates as in (20:6).Exercise 20.1. Show that the quadratic mapping (20:5) de�ned via the secondorder directional derivative coincides with Hessu F (v; v).If we admit only linear changes of variables in U , then we can correctly de�nethe full second di�erentialD2uF : KerDuF � KerDuF ! TF (u)Min the same way as Hessian (20:7), but the covector is arbitrary:� 2 T �F (u)M;and the vector �elds are constant:V � v; W � w:The Hessian is the part of the second di�erential independent on the choice oflinear structure in the preimage.Exercise 20.2. Compute the Hessian of the restriction F jf�1(0) of a smoothmapping F to a level set of a smooth function f . Consider the restriction of asmooth mappingF : U !M to a smooth hypersurface S = f�1(0), f : U ! R,df 6= 0, and let u 2 S be a regular point of F . Prove that the Hessian of therestriction is computed as follows:�Hessu (F jS) = �D2uF � d2uf; � ? ImDu F jS ; � 2 T �F (u)M n f0g;and the covector � is normalized so that�DuF = duf:20.2 Local openness of mappingsA mapping F : U !M is called locally open at a point u 2 U ifF (u) 2 intF (Ou)



20.2. LOCAL OPENNESS OF MAPPINGS 291for any neighborhood Ou � U of u. In the opposite case, i.e., whenF (u) 2 @F (Ou)for some neighborhood Ou, the point u is called locally geometrically optimalfor F .A point u 2 U is called locally �nite-dimensionally optimal for a mapping Fif for any �nite-dimensional smooth submanifold S � U , u 2 S, the point u islocally geometrically optimal for the restriction F jS .20.2.1 Critical points of corank oneCorank of a critical point u of a smooth mapping F is by de�nition equal tocorank of the di�erential DuF :corankDuF = codimImDuF:In the sequel we will often consider critical points of corank one. In this casethe Lagrange multiplier � 2 (ImDuF )?; � 6= 0;is de�ned uniquely up to a nonzero factor, and�Hessu F : KerDuF � KerDuF ! Ris just a quadratic form (in the case corankDuF > 1, we should consider afamily of quadratic forms).Now we give conditions of local openness of a mapping F at a corank onecritical point u in terms of the quadratic form �Hessu F .Theorem 20.1. Let F : U ! M be a continuous mapping having smoothrestrictions to �nite-dimensional submanifolds of U . Let u 2 U be a corank onecritical point of F , and let � 2 (ImDuF )?, � 6= 0.(1) If the quadratic form �HessuF is sign-inde�nite, then F is locally openat u.(2) If the form �HessuF is negative (or positive), then u is locally �nite-dimensionally optimal for F .Remark. A quadratic form is locally open at the origin i� it is sign-inde�nite.Proof. The statements of the theorem are local, so we �x local coordinates inU and M centered at u and F (u) respectively, and assume that U is a Banachspace and M = Rn.(1) Consider the splitting into direct sum in the preimage:Tu U = E �KerDuF; dimE = n� 1; (20.8)



292 CHAPTER 20. SECOND ORDER OPTIMALITY CONDITIONSand the corresponding splitting in the image:TF (u)M = ImDuF � V; dimV = 1: (20.9)The quadratic form �Hessu F is sign-inde�nite, i.e., it takes values of bothsigns on KerDuF . Thus we can choose vectorsv; w 2 KerDuFsuch that �F 00u (v; v) = 0; �F 00u (v; w) 6= 0;we denote by F 0, F 00 derivatives of the vector function F in local coordi-nates. Indeed, let the quadratic form Q = �F 00u take values of opposite signsat some v0; w 2 KerDuF . By continuity of Q, there exists a nonzero vec-tor v 2 span(v0; w) at which Q(v; v) = 0. Moreover, it is easy to see thatQ(v; w) 6= 0.Since the �rst di�erential is an isomorphism:DuF = F 0u : E ! ImDuF = �?;there exists a vector x0 2 E such thatF 0ux0 = �12F 00u (v; v):Introduce the following family of mappings:�" : E �R!M; " 2 R;�"(x; y) = F ("2v + "3yw + "4x0 + "5x); x 2 E; y 2 R;notice that Im�" � ImFfor small ". Thus it is su�cient to show that �" is open. The Taylor expansion�"(x; y) = "5(F 0ux+ yF 00u (v; w)) +O("6); "! 0;implies that the family 1"5�" is smooth w.r.t. parameter " at " = 0. For " = 0this family gives a surjective linear mapping. By implicit function theorem, themappings 1"5�" are submersions, thus are locally open for small " > 0. Thusthe mapping F is also locally open at u.(2) Take any smooth �nite-dimensional submanifold S � U , u 2 S. Similarlyto (20:8), (20:9), consider the splittings in the preimage:S �= TuS = L �KerDu F jS ;and in the image: M �= TF (u)M = ImDu F jS �W;dimW = k = corankDu F jS � 1:



20.2. LOCAL OPENNESS OF MAPPINGS 293Since the di�erential DuF : E ! ImDuF is an isomorphism, we can choose,by implicit function theorem, coordinates (x; y) in S and coordinates inM suchthat the mapping F takes the formF (x; y) = � x'(x; y) � ; x 2 L; y 2 KerDu F jS :Further, we can choose coordinates ' = ('1; : : : ; 'k) in W such that�F (x; y) = '1(x; y):Now we write down hypotheses of the theorem in these coordinates. SinceImDu F jS \W = f0g, then D(0;0)'1 = 0:Further, the hypothesis that the form �HessuF is negative reads@2 '1@ y2 ����(0;0) < 0:Then the function '1(0; y) < 0 for small y.Thus the mapping F jS is not locally open at u.There holds the following statement, which is much stronger than the pre-vious one.Theorem 20.2 (Generalized Morse's lemma). Suppose that u 2 U is acorank one critical point of a smooth mapping F : U ! M such that Hessu Fis a nondegenerate quadratic form. Then there exist local coordinates in U andM in which F has only terms of the �rst and second orders:F (x; v) = DuF x+ 12 Hessu F (v; v);(x; v) 2 U �= E � KerDuF:We do not prove this theorem since it will not be used in the sequel.20.2.2 Critical points of arbitrary corankThe necessary condition of local openness given by item (1) of Theorem 20.1can be generalized for critical points of arbitrary corank.Recall that positive (negative) index of a quadratic form Q is the maximaldimension of a positive (negative) subspace of Q:ind+ Q = maxndimL j QjLnf0g > 0o ;ind�Q = maxndimL j QjLnf0g < 0o :



294 CHAPTER 20. SECOND ORDER OPTIMALITY CONDITIONSTheorem 20.3. Let F : U ! M be a continuous mapping having smoothrestrictions to �nite-dimensional submanifolds. Let u 2 U be a critical point ofF of corank m. Ifind� �Hessu F � m 8 � ? ImDuF; � 6= 0;then the mapping F is locally open at the point u.Proof. First of all, the statement is local, so we can choose local coordinatesand assume that U is a Banach space and u = 0, and M = Rn with F (0) = 0.Moreover, we can assume that the space U is �nite-dimensional, now weprove this. For any � ? ImDuF , � 6= 0, there exists a subspaceE� � U ; dimE� = m;such that �HessuF jE�nf0g < 0:We take � from the unit sphereSm�1 = n� 2 (ImDuF )? j j�j = 1o :For any � 2 Sm�1, there exists a neighborhood O� � Sm�1, � 2 O�, suchthat E�0 = E� for any �0 2 O�, this easily follows from continuity of the form�0HessuF on the unit sphere in E�. Choose a �nite covering:Sm�1 = N[i=1O�i :Then restriction of F to the �nite-dimensional subspace PNi=1E�i satis�es thehypothesis of the theorem. Thus we can assume that U is �nite-dimensional.Then the theorem is a consequence of the following Lemmas 20.1 and 20.2.Lemma 20.1. Let F : RN ! Rn be a smooth mapping, and let F (0) = 0.Assume that the quadratic mappingQ = Hess0 F : KerD0F ! CokerD0Fhas a regular zero:9 v 2 KerD0F s.t. Q(v) = 0; DvQ surjective:Then the mapping F has regular zeros arbitrarily close to the origin in RN.Proof. We modify slightly the argument used in the proof of item (1) of Theo-rem 20.1. Decompose preimage of the �rst di�erential:RN = E � KerD0F; dimE = n�m;



20.2. LOCAL OPENNESS OF MAPPINGS 295then the restriction D0F : E ! ImD0Fis one-to-one. The equality Q(v) = Hess0F (v) = 0 means thatF 000 (v; v) 2 ImD0F:Then there exists x0 2 E such thatF 00x0 = �12F 000 (v; v):De�ne the family of mappings�"(x; y) = F ("2v + "3y + "4x0 + "5x); x 2 E; y 2 KerD0F:The �rst four derivatives of �" vanish at " = 0, and we obtain the Taylorexpansion 1"5�"(x; y) = F 00x+ F 000 (v; y) + O("); "! 0:Then we argue as in the proof of Theorem 20.1. The family 1"5�" is smooth andlinear surjective at " = 0. By implicit function theorem, the mappings 1"5�" aresubmersions for small " > 0, thus they have regular zeros in any neighborhood ofthe origin inRN. Consequently, the mappingF also has regular zeros arbitrarilyclose to the origin in RN.Lemma 20.2. Let Q : RN ! Rm be a quadratic mapping such thatind� �Q � m 8 � 2 Rm�; � 6= 0:Then the mapping Q has a regular zero.Proof. We can assume that the quadratic form Q has no kernel:Q(v; �) 6= 0 8 v 6= 0: (20.10)If this is not the case, we factorize by kernel of Q. Since DvQ = 2Q(v; �),condition (20:10) means that DvQ 6= 0 for v 6= 0.Now we prove the lemma by induction on m.In the case m = 1 the statement is obvious: a sign-inde�nite quadratic formhas a regular zero.Induction step: we prove the statement of the lemma for any m > 1 underthe assumption that it is proved for all values less than m.(1) Suppose �rst that Q�1(0) 6= f0g. Take any v 6= 0 such that Q(v) = 0.If v is a regular point of Q, then the statement of this lemma follows. Thus weassume that v is a critical point of Q. Since DvQ 6= 0, thenrankDvQ = k; 0 < k < m:



296 CHAPTER 20. SECOND ORDER OPTIMALITY CONDITIONSConsider Hessian of the mapping Q:Hessv Q : KerDvQ! Rm�k:The second di�erential of a quadratic mapping is the doubled mapping itself,thus �Hessv Q = 2 �QjKerDvQ :Further, since ind� �Q � m and codimKerDvQ = k, thenind� �HessvQ = ind� �QjKerDvQ � m � k:By the induction assumption, the quadratic mapping HessvQ has a regular zero.Then Lemma 20.1 applied to the mapping Q yields that Q has a regular zeroas well. The statement of this lemma in case (1) follows.(2) Consider now the second case: Q�1(0) = f0g.(2.a) It is obvious that ImQ is a closed cone.(2.b) Moreover, we can assume that ImQ n f0g is open. Indeed, supposethat there exists x = Q(v) 2 @ ImQ; x 6= 0:Then v is a critical point of Q, and in the same way as in case (1) the inductionassumption for Hessv Q yields that Hessv Q has a regular zero. By Lemma 20.1,Q is locally open at v and Q(v) 2 int ImQ. Thus we assume in the sequel thatImQ n f0g is open. Combined with item (a), this means that Q is surjective.(2.c) We show now that this property leads to a contradiction which provesthe lemma.The smooth mappingQjQj : SN�1 ! Sm�1; v 7! Q(v)jQ(v)j ; v 2 SN�1;is surjective. By Sard's theorem, it has a regular value. Let x 2 Sm�1 be aregular value of the mapping Q=jQj.Now we proceed as follows. We �nd the minimal a > 0 such thatQ(v) = ax; v 2 SN�1;and apply optimality conditions at the solution v0 to show that ind� �Q � m�1,a contradiction.So consider the following �nite-dimensional optimization problem with con-straints: a! min; Q(v) = ax; a > 0; v 2 SN�1: (20.11)This problem obviously has a solution, let a pair (v0; a0) realize minimum. Wewrite down �rst- and second-order optimality conditions for problem (20:11).There exist Lagrange multipliers(�; �) 6= 0; � 2 R; � 2 T �a0xRm;



20.2. LOCAL OPENNESS OF MAPPINGS 297such that the Lagrange functionL(�; �; a; v) = �a+ �(Q(v) � ax)satis�es the stationarity conditions:@ L@ a = � � �x = 0; (20.12)@ L@ v ����(v0;a0) = �Dv0QjSN�1 = 0:Since v0 is a regular point of the mapping Q=jQj, then � 6= 0, thus we can set� = 1:Then second-order necessary optimality condition for problem (20:11) reads�Hessv0 QjSN�1 � 0: (20.13)Recall that Hessian of restriction of a mapping is not equal to restriction ofHessian of this mapping, see Exercise 20.2 above.Exercise 20.3. Prove that� (Hessv QjSN�1 ) (u) = 2(�Q(u)� juj2�Q(v));v 2 SN�1; u 2 KerDv QjSN�1 :That is, inequality (20:13) yields�Q(u)� juj2�Q(v0) � 0; u 2 KerDv0 QjSN�1 ;thus �Q(u) � juj2�Q(v0) = juj2a0�x = juj2a0� = juj2a0 > 0;i.e., �Q(u) � 0; u 2 KerDv0 QjSN�1 :Moreover, since v0 =2 Tv0SN�1, then�QjL � 0; L = KerDv0 QjSN�1 �Rv0:Now we compute dimension of the nonnegative subspace L of the quadraticform �Q. Since v0 is a regular value of QjQj , thendimImDv0 QjQj = m � 1:Thus ImDv0 QjSN�1 can have dimension m or m� 1. But v0 is a critical pointof QjSN�1 , thus dimImDv0 QjSN�1 = m� 1



298 CHAPTER 20. SECOND ORDER OPTIMALITY CONDITIONSand dimKerDv0 QjSN�1 = N � 1� (m� 1) = N �m:Consequently, dimL = N � m + 1, thus ind� �Q � m � 1, which contradictsthe hypothesis of this lemma.So case (c) is impossible, and the induction step in this lemma is proved.Theorem 20.3 is completely proved.20.3 Di�erentiation of the endpoint mappingIn this section we compute di�erential and Hessian of the endpoint mapping fora control system_q = fu(q); u 2 U � Rm; U = intU; q 2M; (20.14)q(0) = q0;u(�) 2 U = L1([0; t1]; U );with the right-hand side fu(q) smooth in (u; q). We study the endpoint mappingFt1 : U !M;Ft1 : u(�) 7! q0� �!exp Z t10 fu(t) dtin the neighborhood of a �xed admissible control~u = ~u(�) 2 U :In the same way as in the proof of PMP (see Section 12.2), the Variationsformula yields a decomposition of the ow:Ft1(u) = q0 � �!exp Z t10 gt;u(t) dt � Pt1 ;where Pt = �!exp Z t0 f~u(�) d�;gt;u = P�1t� (fu � f~u(t)):Further, introduce an intermediate mappingGt1 : U !M;Gt1 : u 7! q0 � �!exp Z t10 gt;u(t) dt:



20.3. DIFFERENTIATION OF THE ENDPOINT MAPPING 299Then Ft1(u) = Pt1(Gt1(u));consequently, D~uFt1 = Pt1�D~uGt1;Hess~uFt1 = Pt1�Hess~uGt1 ;so di�erentiation of Ft1 reduces to di�erentiation of Gt1 . We compute deriva-tives of the mapping Gt1 using the asymptotic expansion of the chronologicalexponential:a(Gt1(u))= q0 �0@Id+ Z t10 g�;u(�) d� + ZZ0��2��1�t1 g�2;u(�2) � g�1;u(�1) d�1 d�21A a+ O �ku� ~uk3L1� : (20.15)Introduce some more notations:g0� = @@ u ����~u(�) g�;u;g00� = @2@ u2 ����~u(�) g�;u;hu(�) = h�; fu(q)i; � 2 T �qM;h0� = @@ u ����~u(�) hu;h00� = @2@ u2 ����~u(�) hu:Then di�erential (the �rst variation) of the mapping Gt1 has the form:(D~uGt1)v = q0 � Z t10 g0tv(t) dt; v = v(�) 2 T~u U :The control ~u is a critical point of Ft1 (or, which is equivalent, of Gt1) if andonly if there exists a Lagrange multiplier�0 2 T �q0M; �0 6= 0;such that �0(D~uGt1)v = 0 8 v 2 T~u U ;i.e., �0g0t(q0) = 0; t 2 [0; t1]:



300 CHAPTER 20. SECOND ORDER OPTIMALITY CONDITIONSTranslate the covector �0 along the reference trajectoryq(t) = q0 � Pt;we obtain the covector curve�t = P ��1t �0 = �0P�1t� 2 T �q(t)M;which is a trajectory of the Hamiltonian system_�t = ~h~u(t)(�t); t 2 [0; t1];see Proposition 11.3. Then�0g0t(q0) = �0P�1t� @@ u����~u(t) fu(q(t)) = h0t(�t):We showed that ~u is a critical point of the endpoint mapping Ft1 if and only ifthere exists a covector curve�t 2 T �q(t)M; �t 6= 0; t 2 [0; t1];such that _�t = ~h~u(t)(�t); (20.16)@ hu@ u ����~u(t) (�t) = 0; t 2 [0; t1]: (20.17)In particular, any Pontryagin extremal is a critical point of the endpoint map-ping. Pontryagin Maximum Principle implies �rst order necessary optimalityconditions (20:16), (20:17). Notice that PMP contains more than these con-ditions: by PMP, the Hamiltonian hu(�t) is not only critical, as in (20:17),but attains maximum along the optimal ~u(t). We go further to second orderconditions.Asymptotic expansion (20:15) yields the expression for the second di�eren-tial:D2~uGt1(v; w) a= q0 �0@Z t10 g00� (v(� ); w(� )) d� + 2 ZZ0��2��1�t1(g0�2v(�2)) � g0�1w(�1) d�1d�21A a;where a 2 C1(M ) and v; w 2 KerD~uGt1 = KerD~uFt1 ;i.e., q0 � Z t10 g0tv(t) dt = q0 � Z t10 g0tw(t) dt = 0:Now we transform the formula for the second variation via the following decom-position into symmetric and antisymmetric parts.



20.3. DIFFERENTIATION OF THE ENDPOINT MAPPING 301Exercise 20.4. Let X� be a nonautonomous vector �eld on M . ThenZZ0��2��1�tX�2 �X�1 d�1d�2= 12 Z t0 X� d� � Z t0 X� d� + 12 ZZ0��2��1�t[X�2 ; X�1 ] d�1d�2:Choosing Xt = g0tv(t) and taking into account that q0 �Z t10 g0tv(t) dt = 0, weobtain:q0 � ZZ0��2��1�t1X�2 �X�1 d�1d�2 = 12 q0 � ZZ0��2��1�t1[X�2 ; X�1 ] d�1d�2;thusD2~uGt1(v; w)a= q0 �0@Z t10 g00� (v(� ); w(� )) d� + ZZ0��2��1�t1[g0�2v(�2); g0�1w(�1)] d�1 d�21A a= q0 ��Z t10 g00� (v(� ); w(� )) d� + Z t10 �Z �10 g0�2v(�2) d�2; g0�1w(�1)� d�1� a:The �rst term can conveniently be expressed in Hamiltonian terms since�0g�;u = �0P�1�� (fu � f~u(�)) = hu(�� ) � h~u(�)(�� ):Then�t1D2~uFt1(v; w) = �0D2~uGt1(v; w)= Z t10 h00� (�� )(v(� ); w(� )) d� + Z t10 �0 �Z �10 g0�2v(�2) d�2; g0�1w(�1)� d�1:(20.18)In order to write also the second term in this expression in the Hamiltonianform, compute the linear on �bers Hamiltonian corresponding to the vector �eldg0� v: �0g0�v = ��0; P�1�� @@ ufuv� = �P ��1� �0; @@ ufuv�= @@ u 
P ��1� �0; fu� v = @@ uhu � P ��1� (�0)v;where derivatives w.r.t. u are taken at u = ~u(� ). Introducing the Hamiltonianhu;� (�) = hu(P ��1� (�));



302 CHAPTER 20. SECOND ORDER OPTIMALITY CONDITIONSwe can write the second term in expression (20:18) for the second variation asfollows:Z t10 Z �10 �0 �g0�2v(�2); g0�1w(�1)� d�2d�1= Z t10 Z �10 � @@ uhu;�2 v(�2); @@ uhu;�1 w(�1)� (�0) d�2 d�1= Z t10 Z �10 ��0 � @@ u �!hu;�2 v(�2); @@ u �!hu;�1 w(�1)� d�2 d�1: (20.19)Here the derivatives @@ uhu;�i and @@ u �!hu;�i are evaluated at u = ~u(�i).20.4 Necessary optimality conditionsNow we apply our results on second variation and obtain necessary conditionsfor geometric optimality of an extremal trajectory of system (20:1).20.4.1 Legendre conditionFix an admissible control ~u which is a corankm � 1 critical point of the endpointmapping Ft1. For simplicity, we will suppose that ~u(�) is piecewise smooth. Takeany Lagrange multiplier �0 2 (ImD~uFt1)? n f0g;then �t = P ��1t �0 = �0 � �!exp Z t0 ~h~u(�) d�; t 2 [0; t1];is a trajectory of the Hamiltonian system of PMP. Denote the correspondingquadratic form that evaluates Hessian of the endpoint mapping in (20:18):Q : T~u U ! R;Q(v) = Z t10 h00� (�� )(v(� ); v(� )) d� + Z t10 �0 �Z �10 g0�2v(�2) d�2; g0�1v(�1)� d�1:Then (20:18) reads�t1 Hess~u Ft1(v; v) = Q(v); v 2 KerD~uFt1 :By Theorem 20.3, if a control ~u is locally geometrically optimal (i.e., theendpoint mapping Ft1 is not locally open at ~u), then there exists a Lagrangemultiplier �0 such that the corresponding form Q satis�es the conditionind� QjKerD~uFt1 < m = corankD~uFt1: (20.20)



20.4. NECESSARY OPTIMALITY CONDITIONS 303The kernel of the di�erential D~uFt1 is de�ned by a �nite number of scalar linearequations: KerD~uFt1 = �v 2 T~u U j q0 � Z t10 g0tv(t) dt = 0� ;i.e., it has a �nite codimension in T~u U . Thus inequality (20:20) implies thatind�Q < +1for the corresponding extremal �t. If we take the extremal ��t projecting tothe same extremal curve q(t), then we obtain a form Q with a �nite positiveindex. So local geometric optimality of ~u implies �niteness of positive index ofthe form Q for some Lagrange multiplier �0.Proposition 20.1. If the quadratic form Q has a �nite positive index, thenthere holds the following inequality along the corresponding extremal �t:h00t (�t)(v; v) � 0; t 2 [0; t1]; v 2 Rm: (20.21)Inequality (20:21) is called Legendre condition.In particular, if a trajectory q(t) is locally geometrically optimal, then Leg-endre condition holds for some extremal �t, �(�t) = q(t). However, necessity ofLegendre condition for optimality follows directly from the maximality condi-tion of PMP (exercise). But we will need in the sequel the stronger statementrelated to index of Q as in Proposition 20.1.Notice once more that in the study of geometric optimality, all signs may bereversed: multiplying �t by �1, we obtain a quadratic form with ind�Q < +1and the reversed Legendre condition h00t (�t)(v; v) � 0. Of course, this is truealso for subsequent conditions related to geometric optimality.Now we prove Proposition 20.1.Proof. Take a smooth vector functionv : R! Rm; supp v � [0; 1];and introduce a family of variations of the form:v�� ;"(� ) = v�� � ��" � ; �� 2 [0; t1); " > 0:Notice that the vector function v�� ;" is concentrated at the segment [��; �� + "].Compute asymptotics of the form Q on the family introduced:Q(v�� ;") = " Z 10 h00��+"s(���+"s)(v(s); v(s)) ds+ "2 Z 10 �0 �Z 10 g0��+"s2v(s2) ds2; g0��+"s1v(s1)� ds1 (20.22)= " Z 10 h00�� (��� )(v(s); v(s)) ds + O("2);



304 CHAPTER 20. SECOND ORDER OPTIMALITY CONDITIONSwhere O("2) is uniform w.r.t. v in the L1 norm.Suppose, by contradiction, thath00�� (��� )(v; v) > 0for some �� 2 [0; t1), v 2 Rm. In principal axes, the quadratic form becomes asum of squares: h00�� (��� )(v; v) = mXi=1 �i�� (vi)2with at least one coe�cient �i�� > 0:Choose a vector function v of the formv(s) = 0BBBB@ v1(s)� � �vi(s)� � �vm(s) 1CCCCA = 0BBBB@ 0� � �vi(s)� � �0 1CCCCAwith the only nonzero component vi(s). For su�ciently small " > 0, Q(v�� ;") >0. But for any �xed �� and ", the space of vector functions v�� ;" is in�nite-dimensional. Thus the quadratic form Q has an in�nite positive index. Bycontradiction, the proposition follows.20.4.2 Regular extremalsWe proved that Legendre condition is necessary for �niteness of positive indexof the quadratic form Q. The corresponding su�cient condition is given by thestrong Legendre condition:h00t (�t)(v; v) < ��jvj2; t 2 [0; t1]; v 2 Rm; (20.23)� > 0:An extremal that satis�es the strong Legendre condition is called regular (noticethat this de�nition is valid only in the case of open space of control parametersU , where Legendre condition is related to maximality of hu).Proposition 20.2. If �t, t 2 [0; t1], is a regular extremal, then:(1) For any � 2 [0; t1) there exists " > 0 such that the form Q is negative onthe space Lm1[�; � + "],(2) The form Q has a �nite positive index on the space T~u U = Lm1[0; t1].



20.4. NECESSARY OPTIMALITY CONDITIONS 305Proof. (1) We have:Q(v) = Q1(v) + Q2(v);Q1(v) = Z t10 h00� (�� )(v(� ); v(� )) d�;Q2(v) = Z t10 �0 �Z �10 g0�2v(�2) d�2; g0�1v(�1)� d�1= Z t10 ��0 �Z �10 @@ u �!hu;�2 v(�2); @@ u �!hu;�1 v(�1)� d�2 d�1:By continuity of h00� (�� ) w.r.t. � , the strong Legendre condition implies thatQ1 �vj[�;�+"]� < ��2 " kvk2L2for small " > 0. It follows by the same argument as in (20:22) that the term Q1dominates on short segments:Q2 �vj[�;�+"]� = O("2)kvk2L2 ; "! 0;thus Q�vj[�;�+"]� < 0for su�ciently small " > 0 and all v 2 Lm1[0; t1], v 6= 0.(2) We show that the form Q is negative on a �nite codimension subspacein Lm1[0; t1], this implies that ind+Q <1.By the argument used in the proof of item (1), any point � 2 [0; t1] can becovered by a segment [� �"; � +"] such that the form Q is negative on the spaceLm1[� � "; � + "]. Choose points 0 = �0 < �1 < � � � < �N = t1 such that Q isnegative on the spaces Lm1[�i�1; �i], i = 1; : : : ; N . De�ne the following �nitecodimension subspace of Lm1[0; t1]:L = (v 2 Lm1[0; t1] j �0 � Z �i�i�1 @@ u �!hu;� v(� ) d� = 0; i = 1; : : : ; N) :For any v 2 L, v 6= 0, Q(v) = NXi=1 Q�vj[�i�1;�i ]� < 0:Thus L is the required �nite codimension negative subspace of the quadraticform Q. Consequently, the form Q has a �nite positive index.Propositions 20.1 and 20.2 relate sign-de�niteness of the form h00� (�t) withsign-de�niteness of the form Q, thus, in the corank one case, with local geo-metric optimality of the reference control ~u (via Theorem 20.1). Legendre con-dition is necessary for �niteness of ind+ Q, thus for local geometric optimality



306 CHAPTER 20. SECOND ORDER OPTIMALITY CONDITIONSof ~u. On the other hand, strong Legendre condition is su�cient for negative-ness of Q on short segments, thus for local �nite-dimensional optimality of ~uon short segments. Notice that we can easily obtain a much stronger resultfrom the theory of �elds of extremals (Section 17.1). Indeed, under the strongLegendre condition the maximized Hamiltonian of PMP is smooth, and Corol-lary 17.1 gives local optimality on short segments (in C([0; t1];M ) topology, thusin L1([0; t1]; U ) topology and in topology of convergence on �nite-dimensionalsubmanifolds in U).20.4.3 Singular extremalsNow we consider the case where the second derivative of the Hamiltonian huvanishes identically along the extremal, in particular, the case of control-a�nesystems _q = f0(q) +Pmi=1 uifi(q). So we assume that an extremal �t satis�esthe identity h00t (�t) � 0; t 2 [0; t1]: (20.24)Such an extremal is called totally singular . As in the case of regular extremals,this de�nition is valid only if the set of control parameters U is open.For a totally singular extremal, expression (20:18) for the Hessian takes theform: �t1 Hess~u Ft1(v1; v2) = �0 Z t10 �Z �10 g0�2v1(�2) d�2; g0�1v2(�1)� d�1:In order to �nd the dominating term of the Hessian (concentrated on the diag-onal �1 = �2), we integrate by parts. Denotewi(� ) = Z t1� vi(s) ds;_g0� = dd � g0� :Then�t1 Hess~u Ft1(v1; v2)= �0�Z t10 ��g0�1w1(�1) + g00w1(0) + Z �10 _g0�2w1(�2) d�2; g0�1v2(�1)� d�1�= �0�� Z t10 [g0�w1(� ); g0�v2(� )] d� + [g00w1(0); g00w2(0)]+ �g00w1(0); Z t10 _g0�w2(� ) d��+ Z t10 [ _g0�w1(� ); g0�w2(� )] d�+ Z t10 � _g0�2w1(�2); Z t1�2 _g0�1w2(�1) d�1� d�2� : (20.25)



20.4. NECESSARY OPTIMALITY CONDITIONS 307We integrate by parts also the admissibility condition q0 �Z t10 g0tvi(t) dt = 0:q0 ��Z t10 _g0twi(t) dt+ g00wi(0)� = 0: (20.26)In the sequel we take variations vi subject to the restrictionwi(0) = Z t10 vi(t) dt = 0; i = 1; 2:We assume that functions v(s) used in construction of the family v�� ;"(� ) =v � ����" � satisfy the equality Z 10 v(s) ds = 0;then the primitive w(s) = Z s0 v(s0) ds0is also concentrated at the segment [0; 1]. Then the last term in expressi-on (20:25) of the Hessian vanishes, and equality (20:26) reduces toq0 � Z t10 _g0twi(t) dt = 0:Asymptotics of the Hessian on the family v�� ;" has the form:�t1 Hess~uFt1(v�� ;"; v�� ;") = Q(v��;") = "2�0 Z 10 [g0��w(s); g0��v(s)] ds + O("3):The study of this dominating term provides necessary optimality conditions.Proposition 20.3. Let �t, t 2 [0; t1], be a totally singular extremal. If thequadratic form Q = �t1 Hess~uFt1 has a �nite positive index, then�0[g0tv1; g0tv2] = 0 8 v1; v2 2 Rm; t 2 [0; t1]: (20.27)Equality (20:27) is called Goh condition. It can be written also as follows:�t �@ fu@ u v1; @ fu@ u v2� = 0;or in Hamiltonian form:�@ hu@ ui ; @ hu@ uj � (�t) = ��t � @@ ui~hu; @@ uj~hu� = 0;i; j = 1; : : : ;m; t 2 [0; t1]:As before, derivatives w.r.t. u are evaluated at u = ~u(t).Now we prove Proposition 20.3.



308 CHAPTER 20. SECOND ORDER OPTIMALITY CONDITIONSProof. Take a smooth vector function v : R! Rm concentrated at the seg-ment [0; 2�] such that Z 2�0 v(s) ds = 0, and construct as before the variation ofcontrols v�� ;"(� ) = v�� � ��" � :Then Q(v��;") = "2 Z 2�0 �0[g0��w(s); g0��v(s)] ds + O("3)kvk2L2 ;where w(s) = Z s0 v(s0) ds0. The leading term is the integralZ 2�0 �0[g0��w(s); g0��v(s)] ds = Z 2�0 !(w(s); v(s)) ds; (20.28)!(x; y) = �0[g0��x; g0��y]; x; y 2 Rm;notice that the bilinear skew-symmetric form ! enters Goh condition (20:27).In order to prove the proposition, we show that if ! 6� 0, then the leadingterm (20:28) of Hessian has a positive subspace of arbitrarily large dimension.Let ! 6� 0 for some �� 2 [0; t1], then rank! = 2l > 0, and there existcoordinates in Rm in which the form ! reads!(x; y) = lXi=1(xiyi+l � xi+lyi);x = 0@ x1� � �xm 1A ; y = 0@ y1� � �ym 1A :Take a vector function v of the formv(s) = 0BBBBBBBBBB@ v1(s)0� � �0vl+1(s)0� � �0 1CCCCCCCCCCA ;v1(s) =Xk>0 �k cos ks; vl+1(s) =Xk>0�k sin ks:Substituting v(s) to (20:28), we obtain:Z 2�0 !(w(s); v(s)) ds = �2�Xk>0 1k�k�k:



20.4. NECESSARY OPTIMALITY CONDITIONS 309This form obviously has a positive subspace of in�nite dimension.For an arbitrarily great N , we can �nd an N -dimensional positive space LNfor form (20:28). There exists "N > 0 such that Q(v�� ;"N ) > 0 for any v 2 LN .Thus ind+ Q =1. By contradiction, Goh condition follows.Exercise 20.5. Show that Goh condition holds not only for piecewise smooth,but also for measurable bounded extremal control ~u at Lebesgue points.Goh condition imposes a strong restriction on a totally singular optimalcontrol ~u. For a totally singular extremal, the �rst two terms in (20:25) vanishby Goh condition. Moreover, under the condition w(0) = 0, the third termin (20:25) vanishes as well. Thus the expression for Hessian (20:25) reduces tothe following two terms:�t1 Hess~u Ft1(v; v) = Q(v)= �0�Z t10 [ _g0�w(� ); g0�w(� )] d� + Z t10 � _g0�2w(�2); Z t1�2 _g0�1w(�1) d�1� d�2� :(20.29)Suppose that the quadratic form Q has a �nite positive index. Then by thesame argument as in Proposition 20.1 we prove one more pointwise condition:�0[ _g0tv; g0tv] � 0 8 v 2 Rm; t 2 [0; t1]: (20.30)This inequality is called generalized Legendre condition.Notice that generalized Legendre condition can be rewritten in Hamiltonianterms:��h~u(t); h0tv	 ; h0tv	 (�t) + �h00t ( _~u(t); v); h0tv	 (�t) � 0; v 2 Rm; t 2 [0; t1]:This easily follows from the equalities:g0tv = P�1t� @ fu@ u v = AdPt @ fu@ u v;_g0tv = dd t �!exp Z t0 ad f~u(�) d� @ fu@ u v= P�1t� �f~u(t); @ fu@ u v� + P�1t� @2 fu@ u2 ( _~u(t); v):The strong version (20:31) of generalized Legendre condition plays in thetotally singular case the role similar to that of the strong Legendre condition inthe regular case.Proposition 20.4. Let an extremal �t be totally singular, satisfy Goh condi-tion, the strong generalized Legendre condition:��h~u(t); h0tv	 ; h0tv	 (�t) + �h00t ( _~u(t); v); h0tv	 (�t) � ��jvj2;v 2 Rm; t 2 [0; t1]; (20.31)



310 CHAPTER 20. SECOND ORDER OPTIMALITY CONDITIONSfor some � > 0, and the following nondegeneracy condition:the linear mapping @ fu(q0)@ u ����~u(0) : Rm! Tq0M is injective: (20.32)Then the quadratic form QjKerD~uFt is negative on short segments and has a�nite positive index on Lm1[0; t1].Proof. This proposition is proved similarly to Proposition 20.2. In decomposi-tion (20:25) the �rst two terms vanish by Goh condition, and the fourth termis negative and dominates on short segments. The third term is small on shortsegments since q0 � g00w1(0) = @ fu(q0)@ u ����~u(0)w1(0);and condition (20:32) allows to express w1(0) through the integral Z t10 w1(� ) d�on the kernel of D~uFt1 , which is de�ned by equality (20:26).We call an extremal that satis�es all hypotheses of Proposition 20.4 a nicesingular extremal .20.4.4 Necessary conditionsSummarizing the results obtained in this section, we come to the followingnecessary conditions for the quadratic form Q to have a �nite positive index.Theorem 20.4. Let a piecewise smooth control ~u = ~u(t), t 2 [0; t1], be a criticalpoint of the endpoint mapping Ft1. Let a covector �t1 2 T �Ft1 (~u)M be a Lagrangemultiplier: �t1D~uFt1 = 0; �t1 6= 0:If the quadratic form Q has a �nite positive index, then:(I) The trajectory �t of the Hamiltonian system of PMP_�t = ~h~u(t)(�t);hu(�) = h�; fu(q)i;satis�es the equality h0t(�t) = 0; t 2 [0; t1];(II.1) Legendre condition is satis�ed:h00t (�t)(v; v) � 0; v 2 Rm; t 2 [0; t1]:



20.5. APPLICATIONS 311(II.2) If the extremal �t is totally singular:h00t (�t)(v; v) � 0; v 2 Rm; t 2 [0; t1];then there hold Goh condition:fh0tv1; h0tv2g (�t) � 0; v1; v2 2 Rm; t 2 [0; t1]; (20.33)and generalized Legendre condition:��h~u(t); h0tv	 ; h0tv	 (�t) + �h00t ( _~u(t); v); h0tv	 (�t) � 0;v 2 Rm; t 2 [0; t1]: (20.34)Remark. If the Hamiltonian hu is a�ne in u (for control-a�ne systems), thenthe second term in generalized Legendre condition (20:34) vanishes.Recall that the corresponding su�cient conditions for �niteness of index ofthe second variation are given in Propositions 20.2 and 20.4.Combining Theorems 20.4 and 20.3, we come to the following necessaryoptimality conditions.Corollary 20.1. If a piecewise smooth control ~u = ~u(t) is locally geometricallyoptimal for control system (20:14), then �rst-order conditions (I) and second-order conditions (II.1), (II.2) of Theorem 20:4 hold along the correspondingextremal �t.20.5 ApplicationsIn this section we apply the second order optimality conditions obtained toparticular problems.20.5.1 Abnormal sub-Riemannian geodesicsConsider the sub-Riemannian problem:_q = mXi=1 uifi(q); q 2M; u = (u1; : : : ; um) 2 Rm;q(0) = q0; q(1) = q1;J(u) = 12 Z 10 mXi=1 u2i dt = 12 Z 10 juj2 dt! min :The study of optimality is equivalent to the study of boundary of attainable setfor the extended system: 8>><>>: _q = mXi=1 uifi(q); q 2M;_y = 12 juj2; y 2 R:



312 CHAPTER 20. SECOND ORDER OPTIMALITY CONDITIONSThe Hamiltonian ishu(�; �) = mXi=1 uih�; fi(q)i + �2 juj2; � 2 T �M; � 2 R� = R:The parameter � is constant along any geodesic (extremal). If � 6= 0 (the normalcase), then extremal control can be recovered via PMP. In the sequel we considerthe abnormal case: � = 0:Then hu(�) = hu(�; 0) = mXi=1 uihi(�);hi(�) = h�; fi(q)i; i = 1; : : : ;m:The maximality condition of PMP does not determine controls in the abnormalcase directly (abnormal extremals are totally singular). What that conditionimplies is that abnormal extremals �t satisfy, in addition to the Hamiltoniansystem _�t = mXi=1 ui(t)~hi(�t);the following identities: hi(�t) � 0; i = 1; : : : ;m:We apply second order conditions. As we already noticed, Legendre condi-tion degenerates. Goh condition reads:fhi; hjg(�t) � 0; i; j = 1; : : :m:If an abnormal extremal �t projects to an optimal trajectory q(t), then at anypoint q of this trajectory there exists a covector� 2 T �qM; � 6= 0;such that h�; fi(q)i = 0; i = 1; : : : ;m;h�; [fi; fj](q)i = 0; i; j = 1; : : : ;m:Consequently, if span(fi(q); [fi; fj](q)) = TqM; (20.35)then no locally optimal strictly abnormal trajectory passes through the point q.An extremal trajectory is called strictly abnormal if it is a projection of anabnormal extremal and it is not a projection of a normal extremal. Notice that



20.5. APPLICATIONS 313in the case corank > 1 extremal trajectories can be abnormal but not strictlyabnormal (i.e., can be abnormal and normal simultaneously), there can be twoLagrange multipliers (�; 0) and (�0; � 6= 0). Small arcs of such trajectories arealways local minimizers since the normal HamiltonianH = 12Pmi=1 h2i is smooth(see Corollary 17.1).Distributions span(fi(q)) that satisfy condition (20:35) are called 2-genera-ting . E.g., the left-invariant bracket-generating distributions appearing in thesub-Riemannian problem on a compact Lie group in Section 19.2 and Exer-cise 19.1 are 2-generating, thus there are no optimal strictly abnormal trajecto-ries in those problems.Example 20.1. Consider the following left-invariant sub-Riemannian problemon GL(n) with a natural cost:_Q = QV; Q 2 GL(n); V = V �; (20.36)J(V ) = 12 Z 10 trV 2 dt! min : (20.37)Exercise 20.6. Show that normal extremals in this problem are products of 2one-parameter subgroups. (Hint: repeat the argument of Section 19.2.) Thenit follows that any nonsingular matrix can be represented as a product of twoexponentials eV e(V�V �)=2. Notice that not any nonsingular matrix can be rep-resented as a single exponential eV .There are many abnormal extremals in problem (20:36), (20:37), but theyare never optimal. Indeed, the distribution de�ned by the right-hand side of thesystem is 2-generating. We have[QV1; QV2] = Q[V1; V2];and if matrices Vi are symmetric then their commutator [V1; V2] is antisymmet-ric. Moreover, any antisymmetric matrix appears in this way. But any n � nmatrix is a sum of symmetric and antisymmetric matrices. Thus the distribu-tion fQV j V � = V g is 2-generating, and strictly abnormal extremal trajectoriesare not optimal.20.5.2 Local controllability of bilinear systemConsider a bilinear control system of the form_x = Ax+ uBx+ vb; u; v 2 R; x 2 Rn: (20.38)We are interested, when the system is locally controllable at the origin, i.e.,0 2 intA0(t) 8 t > 0:Negation of necessary conditions for geometric optimality gives su�cient condi-tions for local controllability. Now we apply second order conditions of Corol-lary 20.1 to our system. Suppose that0 2 @A0(t) for some t > 0:



314 CHAPTER 20. SECOND ORDER OPTIMALITY CONDITIONSThen the reference trajectory x(t) � 0 is geometrically optimal, thus it satis�esPMP. The control-dependent Hamiltonian ishu;v(p; x) = pAx+ upBx+ vpb; � = (p; x) 2 T �Rn = Rn��Rn:The vertical part of the Hamiltonian system along the reference trajectory x(t)reads: _p = �pA; p 2 Rn�: (20.39)It follows from PMP thatp(� )b = p(0)e�A� b � 0; � 2 [0; t];i.e., p(0)Aib = 0; i = 0; : : : ; n� 1; (20.40)for some covector p(0) 6= 0, thusspan(b; Ab; : : : ; An�1b) 6= Rn:We pass to second order conditions. Legendre condition degenerates since thesystem is control-a�ne, and Goh condition takes the form:p(� )Bb � 0; � 2 [0; t]:Di�erentiating this identity by virtue of Hamiltonian system (20:39), we obtain,in addition to (20:40), new restrictions on p(0):p(0)AiBb = 0; i = 0; : : : ; n� 1:Generalized Legendre condition degenerates.Summing up, the inequalityspan(b; Ab; : : : ; An�1b; Bb;ABb; : : : ; An�1Bb) 6= Rnis necessary for geometric optimality of the trajectory x(t) � 0. In other words,the equality span(b; Ab; : : : ; An�1b; Bb;ABb; : : : ; An�1Bb) = Rnis su�cient for local controllability of bilinear system (20:38) at the origin.20.6 Single-input caseIn this section we apply �rst- and second-order optimality conditions to thesimplest (and the hardest to control) case with scalar input:_q = f0(q) + uf1(q); u 2 [�; �] � R; q 2M: (20.41)



20.6. SINGLE-INPUT CASE 315Since the system is control-a�ne, Legendre condition automatically degenerates.Further, control is one-dimensional, thus Goh condition is trivial. Although,generalized Legendre condition works (we write it down later). We apply �rstPontryagin MaximumPrinciple. Introduce the following Hamiltonians linear on�bers of the cotangent bundle:hi(�) = h�; fi(q)i; i = 0; 1;then the Hamiltonian of the system readshu(�) = h0(�) + uh1(�):We look for extremals corresponding to a controlu(t) 2 (�; �): (20.42)The Hamiltonian system of PMP reads_�t = ~h0(�t) + u(t)~h1(�t); (20.43)and maximality condition reduces to the identityh1(�t) � 0: (20.44)Extremals �t are Lipschitzian, so we can di�erentiate the preceding identity:_h1(�t) = dd th1(�t) = fh0 + u(t)h1; h1g(�t) = fh0; h1g(�t) � 0: (20.45)Equalities (20:44), (20:45), which hold identically along any extremal �t thatsatis�es (20:42), do not allow us to determine the corresponding control u(t).In order to obtain an equality involving u(t), we proceed with di�erentiation:�h1(�t) = fh0 + u(t)h1; fh0; h1gg(�t)= fh0; fh0; h1gg(�t) + u(t)fh1; fh0; h1gg(�t) � 0:Introduce the notation for Hamiltonians:hi1i2:::ik = fhi1; fhi2; : : : ; fhik�1 ; hikg : : :gg; ij 2 f0; 1g:then any extremal �t with (20:42) satis�es the identitiesh1(�t) = h01(�t) � 0; (20.46)h001(�t) + u(t)h101(�t) � 0: (20.47)If h101(�t) 6= 0, then extremal control u = u(�t) is uniquely determined by �t:u(�t) = �h001(�t)h101(�t) : (20.48)



316 CHAPTER 20. SECOND ORDER OPTIMALITY CONDITIONSNotice that the regularity condition h101(�t) 6= 0 is closely related to generalizedLegendre condition. Indeed, for the Hamiltonian hu = h0 + uh1 generalizedLegendre condition takes the formffh0 + uh1; h1g; h1g(�t) = �h101(�t) � 0;i.e., h101(�t) � 0:And if this inequality becomes strong, then the control is determined by rela-tion (20:48).Assume that h101(�t) 6= 0 and plug the control u(�) = �h001(�)=h101(�)given by (20:48) to the Hamiltonian system (20:43):_� = ~h0(�) + u(�)~h1(�): (20.49)Any extremal with (20:42) and h101(�t) 6= 0 is a trajectory of this system.Lemma 20.3. The manifoldf� 2 T �M j h1(�) = h01(�) = 0; h101(�) 6= 0g (20.50)is invariant for system (20:49).Proof. Notice �rst of all that the regularity condition h101(�) 6= 0 guaranteesthat conditions (20:50) determine a smooth manifold since d�h1 and d�h01 arelinearly independent. Introduce a Hamiltonian'(�) = h0(�) + u(�)h1(�):The corresponding Hamiltonian vector �eld~'(�) = ~h0(�) + u(�)~h1(�) + h1(�)~u(�)coincides with �eld (20:49) on the manifold fh1 = h01 = 0g, so it is su�cient toshow that ~' is tangent to this manifold.Compute derivatives by virtue of the �eld ~':_h1 = fh0 + uh1; h1g = h01 � (~h1u)h1;_h01 = fh0 + uh1; h01g = h001 + uh101| {z }�0 �(~h01u)h1 = �(~h01u)h1:The linear system with variable coe�cients for h1(t) = h1(�t), h01(t) = h01(�t)( _h1(t) = h01(t) � (~h1u)(�t)h1(t);_h01(t) = �(~h01u)(�t)h1(t)has a unique solution. Thus for the initial condition h1(0) = h01(0) = 0 weobtain the solution h1(t) = h01(t) � 0. So manifold (20:50) is invariant for the�eld ~'(�), thus for �eld (20:49).



20.6. SINGLE-INPUT CASE 317Now we can describe all extremals of system (20:41) satisfying the con-ditions (20:42) and h101 6= 0. Any such extremal belongs to the manifoldfh1 = h01 = 0g, and through any point �0 of this manifold with the boundaryrestrictions on control satis�ed:u(�0) = �h001(�0)h101(�0) 2 (�; �);passes a unique such extremal | the trajectory �t of system (20:49).In problems considered in Chapters 13 and 18 (Dubins car, rotation around 2axes in SO(3)), all singular extremals appeared exactly in this way. Generically,h101 6= 0, thus all extremals with (20:42) can be studied as above. But in im-portant examples the hamiltonian h101 can vanish. E.g., consider a mechanicalsystem with a controlled force:�y = g(y) + ub; y; b 2 Rn; u 2 [�; �] � R;or, in the standard form: ( _y1 = y2;_y2 = g(y1) + ub:The vector �elds in the right-hand side aref0 = y2 @@ y1 + g(y1) @@ y2 ;f1 = b @@ y2 ;thus h101(�) = h�; [f1; [f0; f1]]| {z }�0 i � 0:More generally, h101 vanishes as well for systems of the form( _x = f(x; y);�y = g(x; y) + ub; x 2M; y; b 2 Rn; u 2 [�; �] � R: (20.51)An interesting example of such systems is Dubins car with control of angularacceleration:8>>><>>>: _x1 = cos �;_x2 = sin �;_� = y;_y = u; (x1; x2) 2 R2; � 2 S1; y 2 R; juj � 1:Having such a motivation in mind, we consider now the case whereh101(�) � 0: (20.52)



318 CHAPTER 20. SECOND ORDER OPTIMALITY CONDITIONSThen equality (20:47) does not contain u(t), and we continue di�erentiation inorder to �nd an equation determining the control:h(3)1 (�t) = _h001(�t) = h0001(�t) + u(t)h1001(�t) � 0:It turns out that the term near u(t) vanishes identically under condition (20:52):h1001 = fh1; fh0; fh0; h1ggg = ffh1; h0g; fh0; h1gg| {z }=0 +fh0; fh1; fh0; h1ggg= fh0; h101g = 0:So we obtain, in addition to (20:46), (20:47), and (20:52), one more identitywithout u(t) for extremals: h0001(�t) � 0:Thus we continue di�erentiation:h(4)1 (�t) = _h0001(�t) = h00001(�t) + u(t)h10001(�t) � 0: (20.53)In Dubins car with angular acceleration control h10001(�t) 6= 0, and generically(in the class of systems (20:51)) this is also the case. Under the conditionh10001(�t) 6= 0 we can express control as u = u(�) from equation (20:53) and�nd all extremals in the same way as in the case h101(�t) 6= 0.Exercise 20.7. Show that for Dubins car with angular acceleration control,singular trajectories are straight lines in the plane (x1; x2):x1 = x01 + t cos �0; x2 = x02 + t sin �0; � = �0; y = 0:Although, now geometry of the system is new. There appears a new pat-tern for optimal control, where control has an in�nite number of switchings oncompact time intervals.For the standard Dubins car (with angular velocity control) singular trajec-tories can join bang trajectories as follows:u(t) = �1; t < �t; u(t) = 0; t > �t; (20.54)or u(t) = 0; t < �t; u(t) = �1; t > �t: (20.55)We show that such controls cannot be optimal for the Dubins car with angularacceleration control.The following argument shows how our methods can be applied to problemsnot covered directly by the formal theory. In this argument we prove Proposi-tion 20.5 stated below at page 323.Consider the time-optimal problem for our single-input system (20:41). Weprove that there do not exist time-optimal trajectories containing a singularpiece followed by a bang piece. Suppose, by contradiction, that such a trajectory



20.6. SINGLE-INPUT CASE 319q(t) exists. Consider restriction of this trajectory to the singular and bangpieces: q(t); t 2 [0; t1];u(t) 2 (�; �); t 2 [0;�t ];u(t) =  2 f�; �g; t 2 [�t; t1]:Let �t be an extremal corresponding to the extremal trajectory q(t). We supposethat such �t is unique up to a nonzero factor (generically, this is the case).Reparametrizing control (i.e., taking u� u(�t � 0) as a new control), we obtainu(�t� 0) = 0; � < 0 < �;without any change of the structure of Lie brackets. Notice that now we study atime-optimal trajectory, not geometrically optimal one as before. Although, theHamiltonian of PMP hu = h0+uh1 for the time-optimal problem is the same asfor the geometric problem, thus the above analysis of singular extremals applies.In fact, we prove below that a singular piece and a bang piece cannot followone another not only for a time-minimal trajectory, but also for a time-maximaltrajectory or for a geometrically optimal one.We suppose that the �elds f0, f1 satisfy the identity[f1; [f0; f1]] � 0and the extremal �t satis�es the inequalityh10001(��t) 6= 0:Since u(�t� 0) = 0, then equality (20:53) implies that h00001(��t) = 0.It follows from the maximality condition of PMP thathu(t)(�t) = h0(�t) + u(t)h1(�t) � h0(�t);i.e., along the whole extremalu(t)h1(�t) � 0; t 2 [0; t1]:But along the singular piece h1(�t) � 0, thusu(t)h1(�t) � 0; t 2 [0; �t ]:The �rst nonvanishing derivative of u1(t)h1(�t) at t = �t+0 is positive. Keepingin mind that u(t) �  at the singular piece t 2 [�t; t1], we compute this derivative.Since h1(��t) = h01(��t) = h001(��t) = h0001(��t) = h1001(��t) = 0, then the �rstthree derivatives vanish:dkdtk ����t=�t+0 u(t)h1(�t) = 0; k = 0; 1; 2; 3:



320 CHAPTER 20. SECOND ORDER OPTIMALITY CONDITIONSThus the fourth derivative is nonnegative:d4dt4 ����t=�t+0 u(t)h1(�t) = (h00001(��t) + h10001(��t))= 2h10001(��t) � 0:Since 2 > 0, then h10001(��t) > 0: (20.56)Now we apply this inequality in order to obtain a contradiction via the theoryof second variation.Recall expression (20:29) for Hessian of the endpoint mapping:�tHessu Ft(v)= Z t0 �0 [ _g0� ; g0� ]w2(� ) d� + Z t0 Z �10 �0 � _g0�2 ; _g0�1�w(�2)w(�1) d�2d�1: (20.57)Here w(� ) = Z t� v(�) d�; w(0) = 0;g0� = P�1�� f1;_g0� = P�1�� [f0; f1];P� = �!exp Z �0 fu(�) d�:The �rst term in expression (20:57) for the Hessian vanishes:�0 [ _g0� ; g0� ] = �h101(�� ) � 0:Integrating the second term by parts twice, we obtain:�tHessuFt(v) = Z t0 �0 [�g0� ; _g0� ]�2(� ) d� + Z t0 Z �10 �0 ��g0�2 ; �g0�1� �(�2)�(�1) d�2 d�1(20.58)where �g0� = P�1�� [f0; [f0; f1]];�(� ) = Z �0 w(�1) d�1; �(t) = 0:The �rst term in (20:58) dominates on needle-like variations v = v�t;":��tHessu F�t(v�t;") = "4�0[ �g0�t; _g0�t ] +O("5);



20.6. SINGLE-INPUT CASE 321we compute the leading term in the Hamiltonian form:�0[ �g0�t; _g0�t ] = ��t[[f0; [f0; f1]]; [f0; f1]] = fh001; h01g(��t) = ffh1; h0g; h001g(��t)= fh1; fh0; h001gg(��t) � fh0; fh1; h001g| {z }=h1001�0 g(��t) = h10001(��t):By virtue of inequality (20:56),��tHessu F�t(v0) > 0;where v0 = v�t;"for small enough " > 0. This means thatd2d s2 ����s=0 a � F�t(u+ sv0) = ��tHessu F�t(v0) > 0for any function a 2 C1(M ), a(q(�t )) = 0, dq(�t )a = ��t. Thena � F�t(u+ sv0) = s22 ��tHessu F�t(v0) + O(s3); s! 0;i.e., the curve F�t(u+psv0) is smooth at s = +0 and has the tangent vectordd s ����s=+0 F�t(u+psv0) = �0;h��t; �0i > 0: (20.59)That is, variation of the optimal control u in direction of v0 generates a tangentvector �0 to the attainable set Aq0 (�t ) that belongs to the half-space h��t; � i > 0in Tq(�t )M .Since the extremal trajectory q(t) is a projection of a unique, up to a scalarfactor, extremal �t, then the control u is a corank one critical point of theendpoint mapping: dimImDuF�t = dimM � 1 = n� 1:This means that there exist variations of control that generate a hyperplane oftangent vectors to Aq0 (�t ):9 v1; : : : ; vn�1 2 TuU such thatdd s ����s=0 F�t(u + svi) = �i; i = 1; : : : ; n� 1;span(�1; : : : ; �n�1) = ImDuF�t:



322 CHAPTER 20. SECOND ORDER OPTIMALITY CONDITIONSSumming up, the variations v0, v1, : : : , vn�1 of the control u at the singularpiece generate a nonnegative half-space of the covector ��t:us = u+ps0v0 + n�1Xi=1 sivi; s = (s0; s1; : : : ; sn�1) 2 R+�Rn�1;@@ si ����s=0F�t(us) = �i; i = 0; 1; : : : ; n� 1;R+�0 + span(�1; : : : ; �n�1) = fh��t; � i � 0g:Now we add a needle-like variation on the bang piece. Since the controlu(t), t 2 [�t; t1], is nonsingular, then the switching function h1(�t) 6� 0, t 2 [�t; t1].Choose any instant �t1 2 (�t; t1) such that h1(��t1) 6= 0:Add a needle-like variation concentrated at small segments near �t1:us;"(t) = 8><>:us(t); t 2 [0; �t ];u(t) = ; t 2 [�t; �t1] [ [�t1 + "; t1];0; t 2 [�t1; �t1 + "]:The needle-like variation generates the tangent vector@@ " ����(";s)=(+0;0)Ft1(us;") = � h�P t1�t1 �� f1i (q(t1));P t� = �!exp Z t� fu(�) d�;this derivative is computed as in the proof of PMP, see Lemma 12.2. We deter-mine disposition of the vector�n = � h�P t1�t1 �� f1i (q(t1))w.r.t. the hyperplane ImDuFt1 :h�t1 ; �ni = �h��t1 ; f1i = �h1(��t1):Since h1(��t1) 6= 0, then it follows from PMP that h1(��t1) = u(�t1)h1(��t1) > 0,thus h�t1 ; �ni < 0:Now we translate the tangent vectors �i, i = 0; : : : ; n�1, from q(�t ) to q(t1):@@ " ����(";s)=(0;0)Ft1(us;") = @@ " ����(";s)=(0;0)P t1�t (F�t(us))= �P t1�t �� �i = �i; i = 0; : : : ; n� 1:



20.6. SINGLE-INPUT CASE 323Inequality (20:59) translates toh�t1 ; �0i = h��t; �0i > 0and, of course, h�t1 ; �ii = h��t; �ii = 0; i = 1; : : : ; n� 1:The inequality h�t1 ; �ni < 0 means that the needle-like variation on the bangpiece generates a tangent vector in the half-space h�t1 ; � i < 0 complementaryto the half-space h�t1 ; � i � 0 generated by variations on the singular piece.Summing up, the mappingF : R+�Rn�1�R+!M; F (s; ") = Ft1(us;");satis�es the conditionD(0;0)F (R+�Rn�1�R+) = R+�0 + span(�1; : : : ; �n�1) +R+�n = Tq(t1)M:By Lemma 12.1 and remark after it, the mapping F is locally open at (s; ") =(0; 0). Thus the image of the mapping Ft1(us;") contains a neighborhood of theterminal point q(t1). By continuity, q(t1) remains in the image of Ft1��(us;")for su�ciently small � > 0. In other words, the point q(t1) is reachable from q0at t1�� instants of time, i.e., the trajectory q(t), t 2 [0; t1], is not time-optimal,a contradiction.We proved that a time-optimal trajectory q(t) cannot have a singular piecefollowed by a bang piece. Similarly, a singular piece cannot follow a bang piece.We obtain the following statement on the possible structure of optimal con-trol.Proposition 20.5. Assume that vector �elds in the right-hand side of sys-tem (20:41) satisfy the identity [f1; [f0; f1]] = 0: (20.60)Let a time-optimal trajectory q(t) of this system be a projection of a unique, upto a scalar factor, extremal �t, and let h10001(�t) 6= 0. Then the trajectory q(t)cannot contain a singular piece and a bang piece adjacent one to another.Remark. In this proposition, time-optimal (i.e., time-minimal) control can bereplaced by a time-maximal control or by a geometrically optimal one.What happens near singular trajectories under hypothesis (20:60)? Assumethat a singular trajectory is optimal (as straight lines for Dubins car with angularacceleration control). Notice that optimal controls exist, thus the cost functionis everywhere de�ned. For boundary conditions su�ciently close to the singulartrajectory, there are two possible patterns of optimal control:(1) either it makes in�nite number of switchings on a compact time segmentadjacent to the singular part, so that the optimal trajectory \gets o�" thesingular trajectory via in�nite number of switchings,



324 CHAPTER 20. SECOND ORDER OPTIMALITY CONDITIONS(2) or optimal control is bang-bang, but the number of switchings grows in-�nitely as the terminal point approaches the singular trajectory.Pattern (1) of optimal control is called Fuller's phenomenon. It turns outthat Fuller's phenomenon takes place in Dubins car with angular accelerationcontrol, see �g. 20.1. As our preceding arguments suggest, this phenomenon isnot a pathology, but is ubiquitous for certain classes of systems (in particular,in applications). One can observe this phenomenon trying to stop a ping-pongball jumping between the table and descending racket. The theory of Fuller'sphenomenon is described in book [18]. It follows from this theory that possibility(1) is actually realized for Dubins car with angular acceleration control.
Figure 20.1: Singular arc adjacent to arc with Fuller phenomenon



Chapter 21Jacobi equationIn Chapter 20 we established that the sign of the quadratic form �tHess~u Ftis related to optimality of the extremal control ~u. Under natural assumptions,the second variation is negative on short segments. Now we wish to catch theinstant of time where this quadratic form fails to be negative. We derive an ODE(Jacobi equation) that allows to �nd such instants (conjugate times). Moreover,we give necessary and su�cient optimality conditions in these terms.Recall expression (20:18) for the quadratic formQ, �tHess~uFt = QjKerD~uFt ,obtained in Section 20.3:Q(v) = Z t0 h00� (v(� )) d� + Z t0 �0 �Z �10 g0�2v(�2) d�2; g0�1v(�1)� d�1:We extend the form Q from L1 to L2 by continuity.We will consider a family of problems on segments [0; t], t 2 [0; t1], so weintroduce the corresponding sets of admissible controls:Ut = fu 2 L2([0; t1]; U ) j u(� ) = 0 for � > tg;and spaces of variations of controls:Vt = T~u Ut = fv 2 Lm2 [0; t1] j v(� ) = 0 for � > tg �= Lm2 [0; t]:We denote the second variation on the corresponding segment asQt = QjVt :Notice that the family of spaces Vt is ordered by inclusion:t0 < t00 ) Vt0 � Vt00 ;and the family of forms Qt respects this order:Qt0 = Qt00 jVt0 :325



326 CHAPTER 21. JACOBI EQUATIONIn particular, Qt00 < 0 ) Qt0 < 0:Denote the instant of time where the forms Qt lose their negative sign:t� def= sup �t 2 (0; t1] j QtjKt < 0	 ;where Kt = �v 2 Vt j q0 � Z t0 g0�v(� ) d� = 0�is the closure of the space KerD~uFt in L2. If QtjKt is negative for all t 2 (0; t1],then, by de�nition, t� = +1.21.1 Regular case: derivation of Jacobi equationProposition 21.1. Let �t be a regular extremal with t� 2 (0; t1]. Then thequadratic form Qt�jKt� is degenerate.Proof. By the strong Legendre condition, the normkvkh00 = �Z t�0 �h00� (v(� )) d��1=2is equivalent to the standard Lm2 -norm. ThenQt� = Z t�0 h00� (v(� )) d� + Z t�0 �0 �Z �10 g0�2v(�2) d�2; g0�1v(�1)� d�1= �kvk2h00 + hRv; vi;where R is a compact operator in Lm2 [0; t�].First we prove that the quadratic form Qt� is nonpositive on the kernel Kt� .Assume, by contradiction, that there exists v 2 Vt� such thatQt�(v) > 0; v 2 Kt� :The linear mapping D~uFt� has a �nite-dimensional image, thusVt� = Kt� � E; dimE <1:The family D~uFt is weakly continuous in t, hence D~uFt��"jE is invertible andVt� = Kt��" �Efor small " > 0. Consider the corresponding decompositionv = v" + x"; v" 2 Kt��"; x" 2 E:Then x" ! 0 weakly as "! 0, so x" ! 0 strongly since E is �nite-dimensional.Consequently, v" ! v strongly as " ! 0. Further, Qt��"(v") = Qt�(v") !



21.1. REGULAR CASE: DERIVATION OF JACOBI EQUATION 327Qt�(v) as " ! 0 since the quadratic forms Qt are continuous. Summing up,Qt��"(v") > 0 for small " > 0, a contradiction with de�nition of t�. We provedthat Qt� jKt� � 0: (21.1)Now we show that9 v 2 Kt� ; v 6= 0; such that Qt�(v) = 0:By the argument similar to the proof of Proposition 16.2 (in the study ofconjugate points for the linear-quadratic problem), we show that the function�(t) = sup fQt(v) j v 2 Kt; kvkh00 = 1g (21.2)satis�es the properties: �(t) is monotone nondecreasing, the supremum in (21:2)is attained, and �(t) is continuous from the right.Inequality (21:1) means that �(t�) � 0. If �(t�) < 0, then �(t� + ") < 0for small " > 0, which contradicts de�nition of the instant t�. Thus �(t�) = 0,moreover, there exists v 2 Kt� ; kvkh00 = 1;such that Qt�(v) = 0:Taking into account that the quadratic form Qt� is nonpositive, we concludethat the element v 6= 0 is in the kernel of Qt� jKt� .Proposition 21.1 motivates the introduction of the following important no-tion. An instant tc 2 (0; t1] is called a conjugate time (for the initial instantt = 0) along a regular extremal �t if the quadratic form Qtc jKtc is degenerate.Notice that by Proposition 20.2, the forms QtjKt are negative for small t > 0,thus short arcs of regular extremals have no conjugate points: for them t� > 0.Proposition 21.1 means that the instant t� where the quadratic forms QtjKtlose their negative sign is the �rst conjugate time.We start to derive a di�erential equation on conjugate time for a regularextremal pair (~u(t); �t). The symplectic space� = T�0(T �M )will be the state space of that ODE. Introduce the family of mappingsJt : Rm! �;Jt v = @@ u ����~u(t) �!hu;t v:In these terms, the bilinear form Qt readsQt(v1; v2) = Z t0 h00� (v1(� ); v2(� )) dt+ ZZ0��2��1�t�(J�2v1(�2); J�1v2(�1)) d�1d�2;(21.3)



328 CHAPTER 21. JACOBI EQUATIONsee (20:18), (20:19). We consider the form Qt on the subspaceKt = KerD~uFt = �vi 2 Vt j Z t0 J�vi(� ) d� 2 �0� ; (21.4)where �0 = T�0(T �q0M ) � �is the vertical subspace.A variation of control v 2 Vt satis�es the inclusionv 2 Ker �QtjKt�i� the linear form Qt(v; �) annihilates the subspace Kt � Vt. Since the verticalsubspace �0 � � is Lagrangian, equality (21:4) can be rewritten as follows:Kt = �vi 2 Vt j ��Z t0 J� vi(� ) d�; �� = 0 8� 2 �0� :That is, the annihilator of the subspace Kt � Vt coincides with the following�nite-dimensional space of linear forms on Vt:�Z t0 �(J� � ; �) d� j � 2 �0� : (21.5)Summing up, we obtain that v 2 Ker �QtjKt� i� the formQt(v; � ) on Vt belongsto subspace (21:5). That is, v 2 Ker �QtjKt� i� there exists � 2 �0 such thatQt(v; � ) = Z t0 �(J� � ; �) d�: (21.6)We transform equality of forms (21:6):Z t0 �(J� � ; �) d� = Z t0 h00� (v(� ); � ) d� + ZZ0��2��1�t�(J�2v(�2); J�1 � ) d�1d�2= Z t0 h00� (v(� ); � ) d� + Z t0 ��Z �0 J�v(�) d�; J� �� d�:This equality of forms means that the integrands coincide one with another:�(J� � ; �) = h00� (v(� ); � ) + ��Z �0 J�v(�) d�; J� �� ; � 2 [0; t]: (21.7)In terms of the curve in the space ��� = Z �0 J�v(�) d� + �; � 2 [0; t]; (21.8)



21.1. REGULAR CASE: DERIVATION OF JACOBI EQUATION 329equality of forms (21:7) can be rewritten as follows:h00� (v(� ); � ) + �(�� ; J� � ) = 0; � 2 [0; t]: (21.9)The strong Legendre condition implies that the linear mappingh00� : Rm! Rm�is nondegenerate (we denote here and below the linear mapping into the dualspace by the same symbol as the corresponding quadratic form), thus the inversemapping is de�ned: (h00� )�1 : Rm�! Rm:Then equality (21:9) readsv(� ) + (h00� )�1 �(�� ; J� � ) = 0; � 2 [0; t]: (21.10)We come to the following statement.Theorem 21.1. Let �t, t 2 [0; t1], be a regular extremal. An instant t 2 (0; t1]is a conjugate time i� there exists a nonconstant solution �� to Jacobi equation_�� = J� (h00� )�1 �(J� � ; ��); � 2 [0; t]; (21.11)that satis�es the boundary conditions�0 2 �0; �t 2 �0: (21.12)Jacobi equation (21:11) is a linear nonautonomous Hamiltonian system on �:_�� = ~b� (�� ) (21.13)with the quadratic Hamiltonian functionb� (�) = �12 (h00� )�1 (�(J� � ; �); �(J� � ; �)) ; � 2 �;where (h00� )�1 is a quadratic form on Rm�.Proof. We already proved that existence of v 2 Ker QtjKt is equivalent to ex-istence of a solution �� to Jacobi equation that satis�es the boundary conditi-ons (21:12).If v � 0, then �� � const by virtue of (21:8). Conversely, if �� � const, thenJ�v(� ) = _�� � 0. By (21:3), the second variation takes the formQt(v) = Z t0 h00� (v(� )) d� < ��kvk2L2 for some � > 0:But v 2 KerQt, so Qt(v) = 0, consequently v � 0. Thus nonzero v correspondto nonconstant �� and vice versa.



330 CHAPTER 21. JACOBI EQUATIONIt remains to prove that b� is the Hamiltonian function for Jacobi equa-tion (21:11). DenoteA� (�) = (h00� )�1 �(J� � ; �) 2 Rm; � 2 �;then Jacobi equation reads _�� = J�A� (�� );so we have to prove that J�A� (�) = ~b� (�); � 2 �: (21.14)Since b� (�) = �12 D�(J� � ; �); (h00� )�1 �(J� � ; �)E = �12 h�(J� � ; �); A� (�)i ;then hd�b� ; �i = �h�(J� � ; �); A�(�)i = �(�; J�A� (�)):Thus equality (21:14) follows and the proof is complete.21.2 Singular case: derivation of JacobiequationIn this section we obtain Jacobi equation for a nice singular extremal pair(~u(t); �t).In contrast to the regular case, the second variation in the singular case canbe nondegenerate at the instant t� where it loses its negative sign. In orderto develop the theory of conjugate points for the singular case, we introduce achange of variables in the form Qt. We denote, as before, the integralswi(� ) = Z t� vi(s) ds; i = 1; 2;and denote the bilinear form that enters generalized Legendre condition:lt(w1; w2) = �( _Jtw1; Jtw2); wi 2 Rm:For a nice singular extremal, expression (20:25) for the second variation readsQt(v1; v2) = Z t0 l� (w1(� ); w2(� )) d� + Z t0 �� _J�w1(� ); Z t� _J�w2(�) d�� d�+ ��J0w1(0); Z t0 _J�w2(� ) d�� :Admissibility condition (20:26) for variations of control vi(�) can be written asfollows: Z t0 _J�w(� ) d� + J0w(0) 2 �0: (21.15)



21.2. SINGULAR CASE: DERIVATION OF JACOBI EQUATION 331The mapping v(�) 7! (w(�); w(0)) 2 Lm2 �Rmhas a dense image in Lm2 � Rm, and the Hessian Qt and admissibility condi-tion (21:15) are extended to Lm2 �Rm by continuity.Denote  = J0w(0) 2 �0and consider the extended formQt(w1; w2) = Z t0 l� (w1(� ); w2(� )) d� + Z t0 �� _J�w1(� ); Z t� _J�w2(�) d�� d�+ ��1; Z t0 _J�w2(� ) d��on the space Z t0 _J�w(� ) d� +  2 �0: (21.16)Then in the same way as in the regular case, it follows that the restrictionof the quadratic form Qt(w) to the space (21:16) is degenerate at the instantt = t�. An instant t that satis�es such a property is called a conjugate time forthe nice singular extremal �t.Similarly to the regular case, we derive now a Hamiltonian Jacobi equa-tion on conjugate times for nice singular extremals, although the Hamiltonianfunction and boundary conditions di�er from the ones for the regular case.Let t 2 (0; t1] be a conjugate time, i.e., let the form Qt(w1; w2) have anontrivial kernel on the space (21:16). That is, there exists a pair(w; ) 2 Lm2 [0; t]� �0; Z t0 _J�w(� ) d� +  2 �0;such that the linear form on the space Lm2 [0; t]� �0Qt( � ; w) = Z t0 l� ( �L2 ; w(� )) d� + Z t0 �� _J� �L2 ; Z t� _J�w(�) d�� d�+ �� ��0 ; Z t0 _J�w(� ) d�� (21.17)annihilates the admissible space (21:16). In turn, the annihilator of the admis-sible space (21:16) is the space of linear formsZ t0 � � _J� �L2 ; �� d� + � ( ��0 ; �) ; � 2 �0:Thus, similarly to the regular case, there exists � 2 �0 such thatQt( � ; w) = Z t0 � � _J� �L2 ; �� d� + � ( ��0 ; �) :



332 CHAPTER 21. JACOBI EQUATIONBy virtue of (21:17), the previous equality of forms splits:l� ( �Rm ; w(� )) + �� _J� �Rm ; Z t� _J�w(�) d�� = � � _J� �Rm ; �� ; � 2 [0; t];�� ��0 ; Z t0 _J�w(� ) d�� = � ( ��0 ; �) :That is, l�w(� ) = ��� _J� �Rm ; Z t� _J�w(�) d� � �� ; (21.18)�� ��0 ; Z t0 _J�w(� ) d� � �� = 0: (21.19)In terms of the curve in the space � = T�0(T �M )�� = Z t� _J�w(�) d� � �; � 2 [0; t]; (21.20)equalities (21:18), (21:19) take the forml�w(� ) = �� � _J� �Rm ; ��� ; � 2 [0; t]; (21.21)� (�0; �0) = 0:The last equality means that �0 belongs to the skew-orthogonal complement�\0 . On the other hand, �0 2 �0 + �0, compare de�nition (21:20) with (21:16).That is, �0 2 (�0 + �0) \ �\0 = ��00 :Recall that ��00 is a Lagrangian subspace in the symplectic space � containingthe isotropic subspace �0, see de�nition (11:28). Notice that Goh condition�(Jtv1; Jtv2) � 0; v1; v2 2 Rm; t 2 [0; t1]means that the subspaces�t = spanfJtv j v 2 Rmg � �are isotropic. We obtain boundary conditions for the curve �� :�0 2 ��00 ; �t 2 �0: (21.22)Moreover, equality (21:21) yields an ODE for �� :_�� = � _J�w(� ) = _J� l�1� (�( _J� � ; ��)); � 2 [0; t]: (21.23)Similarly to the regular case, it follows that this equation is Hamiltonian withthe Hamiltonian functionb̂� (�) = �12 l�1� (�( _J� � ; �); �( _J� � ; �)); � 2 �:



21.2. SINGULAR CASE: DERIVATION OF JACOBI EQUATION 333The linear nonautonomous equation (21:23) is Jacobi equation for the totallysingular case.Now the next statement follows in the same way as in the regular case.Theorem 21.2. Let �t be a nice singular extremal. An instant t 2 (0; t1] is aconjugate time i� there exists a nonconstant solution �� to Jacobi equation_�� = _J� l�1� ��( _J� � ; �� )� ; � 2 [0; t]; (21.24)with the boundary conditions�0 2 ��00 ; �t 2 �0: (21.25)Jacobi equation (21:24) is Hamiltonian:_�� = ~̂b� (�� ) (21.26)with the nonautonomous quadratic Hamiltonian functionb̂� (�) = �12 l�1� ��( _J� � ; �); �( _J� � ; �)� ; � 2 �:The following statement provides a �rst integral of equation (21:23), it canbe useful in the study of Jacobi equation in the singular case.Lemma 21.1. For any constant vector v 2 Rm, the function �(�; J�v) is anintegral of Jacobi equation (21:23).Proof. We have to show that�( _�� ; J�v) + �(�� ; _J�v) � 0 (21.27)for a solution �� to (21:23). The �rst term can be computed via Jacobi equation:�( _�� ; J�v) = �hd�� b̂� ; J�vi= l�1� ��( _J� � ; J�v); �( _J� � ; ��)�where l�1� is a bilinear form= D�( _J� � ; ��); l�1� �( _J� � ; J�v)Ewhere l�1� is a linear mapping to the dual space= D�( _J� � ; ��); vE = ��(�� ; _J�v);and equality (21:27) follows.



334 CHAPTER 21. JACOBI EQUATIONIn particular, this lemma means that�0 2 �\0 , �� 2 �\� ;i.e., the ow of Jacobi equation preserves the family of spaces �\� . Since thisequation is Hamiltonian, its ow preserves also the family �� . Consequently,boundary conditions (21:22) can equivalently be written in the form�0 2 �0; �t 2 ��t0 :21.3 Necessary optimality conditionsProposition 21.2. Let (~u; �t) be a corank one extremal pair. Suppose that �tis regular or nice singular. Let t� 2 (0; t1]. Then:(1) Either for any nonconstant solution �t, t 2 [0; t�], to Jacobi equation(21:13) or (21:26) that satis�es the boundary conditions (21:12) or (21:25)the continuation ��t = (�t; t 2 [0; t�];�t� ; t 2 [t�; t1]; (21.28)satis�es Jacobi equation on [0; t1],(2) Or the control ~u is not locally geometrically optimal on [0; t1].Proof. Assume that condition (1) does not hold, we prove that condition (2) isthen satis�ed. Take any nonzero v 2 Ker �Qt� jKt�� and let �t, t 2 [0; t�], bethe corresponding nonconstant solution to Jacobi equation with the boundaryconditions. Consider the continuation of v by zero:�v(t) = (v(t); t 2 [0; t�];0; t 2 [t�; t1]:and the corresponding continuation by constant ��t as in (21:28). Since ��t doesnot satisfy Jacobi equation on [0; t1], then �v =2 Ker(Qt1 jKt1 ). Notice thatQt1(�v) = Qt�(v) = 0. On the other hand, there exists w 2 Kt1 such thatQt1(�v; w) 6= 0. Then the quadratic form Qt1 takes values of both signs in theplane span(�v; w).In the singular case, since the extended form Qt is sign-inde�nite, then theinitial form is sign-inde�nite as well.Summing up, the form Qt1 is sign-inde�nite on Kt1 . By Theorem 20.1, thecontrol ~u(t) is not optimal on [0; t1].Notice that case (1) of Proposition 21.2 imposes a strong restriction on anextremal �t. If this case realizes, then the set of conjugate points coincides withthe segment [t�; t1].



21.4. TRANSFORMATION OF JACOBI EQUATION 335Assume that the reference control ~u(t) is analytic, then solutions �t to Ja-cobi equation are analytic as well. If �t is constant on some segment, then itis constant on the whole domain. Thus in the analytic case alternative (1) ofProposition 21.2 is impossible, and the �rst conjugate time t� provides a neces-sary optimality condition: a trajectory cannot be locally geometrically optimalafter t�.Absence of conjugate points implies �nite-dimensional local optimality inthe corank one case, see Theorem 20.1. In the following two sections, we provea much stronger result for the regular case: absence of conjugate points issu�cient for strong optimality.21.4 Regular case: transformation of JacobiequationLet �t be a regular extremal, and assume that the maximized HamiltonianH(�)is smooth in a neighborhood of �t. The maximality condition of PMP yieldsthe equation @ hu@ u (�) = 0;which can be resolved in the neighborhood of �t:@ hu@ u (�) = 0 , u = u(�):The mapping � 7! u(�) is smooth near �t and satis�es the equalityu(�t) = ~u(t):The maximized Hamiltonian of PMP is expressed in the neighborhood of �t asH(�) = hu(�)(�);see Proposition 12.1. Consider the ow on T �M :et ~H�  �exp Z t0 �~h~u(�) d� = et ~H � P �t :By the variations formula in the Hamiltonian form, see (2:27) and (11:22), thisow is Hamiltonian: et ~H � P �t = �!exp Z t0 ~'� d� (21.29)with the Hamiltonian function't(�) = (H � h~u(t))(P ��1t (�)):Notice that �0 � et ~H � P �t = �t �P �t = �0;



336 CHAPTER 21. JACOBI EQUATIONi.e., �0 is an equilibrium point of the �eld ~'t. In other words, �0 is a criticalpoint of the Hamiltonian function:'t(�) � 0 = 't(�0) ) d�0't = 0:It is natural to expect that the corresponding Hessian is related to optimalityof the extremal �t.The following statement relates two Hamiltonian systems: Jacobi equationon � and the maximized Hamiltonian system on T �M . We will use this relationin the proof of su�cient optimality conditions in Section 21.5.Proposition 21.3. The Hamiltonian bt of Jacobi equation coincides with onehalf of Hessian of the Hamiltonian 't at �0:bt = 12 Hess�0 't:Proof. Recall that Hamiltonian of Jacobi equation for the regular case isbt(�) = �12 
�(Jt � ; �); (h00t )�1�(Jt � ; �)� :Transform the linear form:�(Jt � ; �) = �� @@ u �!hu;t � ; ��where hu;t(�) = hu(P ��1t (�))= ��d�0 @@ uhu;t � ; �� = ���d�t @ hu@ u ���P ��1t ���0 ; ��where �P ��1t �� is di�erential of the di�eomorphism �P ��1t � : T �M ! T �M= ��d�t @ hu@ u � ; �� ;� = �P ��1t ���0 � 2 T�t(T �M ):Then the Hamiltonian bt can be rewritten asbt(�) = �12 ��d�t @ hu@ u � ; �� ; (h00t )�1�d�t @ hu@ u � ; ��� :Now we compute Hessian of the Hamiltonian't(�) = (hu(�) � h~u(t))(P ��1t (�)):We have Hess�0 't(�) = Hess�t(hu(�) � h~u(t))(�):



21.4. TRANSFORMATION OF JACOBI EQUATION 337Further, d�(hu(�) � h~u(t)) = @ hu@ u ����u(�)| {z }�0 d�u+ (d�hu)ju(�) � d�h~u(t);D2�t(hu(�) � h~u(t)) =  d�t @ hu@ u ����u(�t)! d�tu:The di�erential d�tu can be found by di�erentiation of the identity@ hu@ u ����u(�) � 0at � = �t. Indeed, we have @2 hu@ u2 d�u+ d�@ hu@ u = 0;thus d�tu = �(h00t )�1 d�t @ hu@ u :Consequently, D2�t(hu(�) � h~u(t)) = �d�t @ hu@ u (h00t )�1d�t @ hu@ u ;i.e., Hess�0 't(�) = Hess�t(hu(�) � h~u(t))(�) = 2bt(�);and the statement follows.Since the Hamiltonian 't attains minimum at �0, the quadratic form bt isnonnegative: bt � 0:Denote by Ct the space of constant vertical solutions to Jacobi equation atthe segment [0; t]: Ct = n� 2 �0 j ~b� (�) � 0; � 2 [0; t]o : (21.30)Now we can give the following simple characterization of this space:Ct = �0 \ �\�2[0;t]Ker b� � :Indeed, equilibrium points of a Hamiltonian vector �eld are critical points of theHamiltonian, and critical points of a nonnegative quadratic form are elementsof its kernel.



338 CHAPTER 21. JACOBI EQUATION21.5 Su�cient optimality conditionsIn this section we prove su�cient conditions for optimality in the problem withintegral cost: _q = fu(q); q 2M; u 2 U = intU � Rm;q(0) = q0; q(t1) = q1;Z t10 '(q(t); u(t)) dt! min;with �xed or free terminal time. Notice that now we study an optimal problem,not a geometric one as before. Although, the theory of Jacobi equation can beapplied here since Jacobi equation depends only on a Hamiltonian hu(�) andan extremal pair (~u(t); �t).For the normal Hamiltonian of PMPhu(�) = h�; fu(q)i � '(q; u); � 2 T �M;and a regular extremal pair (~u(t); �t) of the optimal control problem, considerJacobi equation _� = ~bt(�); � 2 � = T�0 (T �M ):In Section 21.3 we showed that absence of conjugate points at the interval (0; t1)is necessary for geometric optimality (at least in the corank one analytic case).Exercise 21.1. Show that absence of conjugate points on (0; t1) is necessaryalso for optimality (in the analytic case) reducing the optimal control problemto a geometric one.Now we can show that absence of conjugate points is also su�cient for op-timality (in the regular case).A trajectory q(t), t 2 [0; t1], is called strongly optimal for an optimal controlproblem if it realizes a local minimumof the cost functional w.r.t. all trajectoriesof the system close to q(t) in the uniform topology C([0; t1];M ) and having thesame endpoints as q(t). If the minimum is strict, then the trajectory q(t) iscalled strictly strongly optimal .Theorem 21.3. Let �t, t 2 [0; t1], be a regular normal extremal in the problemwith integral cost and �xed time, and let the maximized Hamiltonian H(�) besmooth in a neighborhood of �t. If the segment (0; t1] does not contain conjugatepoints, then the extremal trajectory q(t) = �(�t), t 2 [0; t1], is strictly stronglyoptimal.Proof. We apply the theory of �elds of extremals (see Section 17.1) and embed�t into a family of extremals well projected to M .The maximized HamiltonianH(�) = maxu2U hu(�); � 2 T �M;



21.5. SUFFICIENT OPTIMALITY CONDITIONS 339is de�ned and smooth. Then by Theorem 17.1, it is enough to construct afunction a 2 C1(M ) such that the family of manifoldsLt = et ~H(L0) � T �M; t 2 [0; t1];L0 = f� = dqag � T �M;�0 2 L0;has a good projection to M :� : Lt!M is a di�eomorphism near �t; t 2 [0; t1]:In other words, we require that the tangent spaces T�tLt = et ~H� (T�0L0) havezero intersection with the vertical subspaces �t = T�t(T �q(t)M ):et ~H� (T�0L0) \�t = f0g; t 2 [0; t1]:This is possible due to the absence of conjugate points (a typical picture for aconjugate point | fold for projection onto M | is shown at �g. 21.1).
Mq0 q(t)� �t�t�0 et ~HL0 \ T �q0M

Figure 21.1: Conjugate point as a foldBelow we show that such a manifold L0 exists by passing to its tangentspace L0 | a Lagrangian subspace in � (see de�nition in Subsection 11.5.3).For any Lagrangian subspace L0 � � transversal to �0, one can �nd a functiona 2 C1(M ) such that the graph of its di�erential L0 = f� = dqag � T �Msatis�es the conditions:



340 CHAPTER 21. JACOBI EQUATION(1) �0 2 L0,(2) T�0L0 = L0:Indeed, in canonical coordinates (p; q) on T �M , take a function of the forma(q) = hp0; qi+ 12qTSq; �0 = (p0; 0);with a symmetric n� n matrix S. ThenL0 = f� = (p; q) j p = p0 + Sqg;T�0L0 = f(dp; dq) j dp = Sdqgand it remains to choose the linear mapping S with the graph L0. Noticethat the symmetry of the matrix S corresponds to the Lagrangian property ofthe subspace L0. Below we use a similar construction for parametrization ofLagrangian subspaces by quadratic forms.To complete the proof, we have to �nd a Lagrangian subspace L0 � � suchthat �et ~H� L0� \�t = f0g; t 2 [0; t1]:By (21:29), the ow of the maximized Hamiltonian decomposes:et ~H = �t � P ��1t ; �t = �!exp Z t0 ~'� d�:Notice that the ow P ��1t on T �M is induced by the ow Pt on M , thus itpreserves the family of vertical subspaces:�P ��1t ���0 = �t:So it remains to show that there exists a Lagrangian subspace L0 � � for which(�t�L0) \�0 = f0g; t 2 [0; t1]: (21.31)Proposition 21.3 relates the Hamiltonian bt of Jacobi equation to the Hamil-tonian 't: 12 Hess�0 't = bt:Thus the �eld ~bt is the linearization of the �eld ~'t at the equilibrium point �0:the Hamiltonian bt and the Hamiltonian �eld ~bt are respectively the main termsin Taylor expansion of 't and ~'t at �0. Linearization of a ow is the ow ofthe linearization, thus� �!exp Z t0 ~'� d����0 = �!exp Z t0 ~b� d�:



21.5. SUFFICIENT OPTIMALITY CONDITIONS 341Introduce notation for the ow of Jacobi equation:Bt = �!exp Z t0 ~b� d�;then �t��0 = Bt;and equality (21:31) reads(BtL0) \�0 = f0g; t 2 [0; t1]: (21.32)It remains to prove existence of a Lagrangian subspace L0 that satis�es thisequality.Recall that the segment (0; t1] does not contain conjugate points:(Bt�0) \�0 = Ct; t 2 (0; t1];where Ct is the space of constant vertical solutions to Jacobi equation on [0; t],see (21:30).In order to make the main ideas of the proof more clear, we consider �rstthe simple case where Ct = f0g; t 2 (0; t1]; (21.33)i.e., (Bt�0) \�0 = f0g; t 2 (0; t1]:Fix any " 2 (0; t1). By continuity of the ow Bt, there exists a neighborhoodof the vertical subspace �0 such that for any Lagrangian subspace L0 from thisneighborhood (BtL0) \�0 = f0g; t 2 ["; t1]:In order to complete the proof, it remains to �nd such a Lagrangian subspace L0satisfying the condition(BtL0) \�0 = f0g; t 2 [0; "]:We introduce a parametrization of the set of Lagrangian subspaces L0 �� su�ciently close to �0. Take any Lagrangian subspace H � � which ishorizontal, i.e., transversal to the vertical subspace �0. Then the space � splits:� = �0 �H:Introduce Darboux coordinates (p; q) on � such that�0 = f(p; 0)g; H = f(0; q)g:Such coordinates can be chosen in many ways. Indeed, the symplectic form � de-�nes a nondegenerate pairing of the mutually transversal Lagrangian subspaces�0 and H: H = ��0;hf; ei = �(e; f); e 2 �0; f 2 H:



342 CHAPTER 21. JACOBI EQUATIONTaking any basis e1; : : : ; en in �0 and the corresponding basis f1; : : : ; fn in Hdual w.r.t. this pairing, we obtain a Darboux basis in �. In Darboux coordinatesthe symplectic form reads�((p1; q1); (p2; q2)) = hp1; q2i � hp2; q1i:Any n-dimensional subspace L � � transversal to H is a graph of a linearmapping S : �0 ! H;i.e., L = f(p; Sp) j p 2 �0g:A subspace L is Lagrangian i� the corresponding mapping S has a symmetricmatrix in a symplectic basis (exercise):S = S�:Introduce the quadratic form on �0 with the matrix S:S(p; p) = hp; Spi:So the set of Lagrangian subspaces L � � transversal to the horizontal space His parametrized by quadratic forms S on �0. We call such parametrization ofLagrangian subspaces L � �, L \H = f0g, a (�0;H)-parametrization.Consider the family of quadratic forms St that parametrize a family of La-grangian subspaces of the formLt = BtL0;i.e., Lt = f(p; Stp) j p 2 �0g:Lemma 21.2. _St(p; p) = 2bt(p; Stp):Proof. Take any trajectory (p; q) = (pt; qt) of the Hamiltonian �eld ~bt. We haveq = Stp;thus _q = _Stp+ St _p;i.e., ~bt(p; q) = � _p; _Stp + St _p� :



21.5. SUFFICIENT OPTIMALITY CONDITIONS 343Since the Hamiltonian bt is quadratic, we have� �(p; q);~bt(p; q)� = 2bt(p; q):But the left-hand side is easily computed:� �(p; q);~bt(p; q)� = � ((p; q); ( _p; _q))= � �(p; Stp); ( _p; _Stp+ St _p)� = Dp; _Stp + St _pE � h _p; Stpi= Dp; _StpEby symmetry of St.Since the Hamiltonian 't attains minimum at �0, then bt � 0, thus_St � 0:The partial order on the space of quadratic forms induced by positive formsexplains how one should choose the initial subspace L0. Taking any Lagrangiansubspace L0 � � with the corresponding quadratic formS0 > 0su�ciently close to the zero form, we obtainSt > 0; t 2 [0; "]:That is, Lt \�0 = f0gon [0; "], thus on the whole segment [0; t1].We proved equality (21:32) in the simple case (21:33). Now we consider thegeneral case. The intersection (Bt�0) \ �0 = Ct is nonempty now, but we canget rid of it by passing to Jacobi equation on the quotient C\t =Ct.The family of constant vertical solutions Ct is monotone nonincreasing:Ct0 � Ct00 for t0 < t00:We have C0 = �0 and set, by de�nition, Ct1+0 = f0g. The family Ct iscontinuous from the left, denote its discontinuity points:0 � s1 < s2 < � � �< sk � t1(notice that in the simple case (21:33), we have k = 1, s1 = 0). The family Ctis constant on the segments (si; si+1].Construct subspaces Ei � �0, i = 1; : : : ; k, such thatCt = Ei+1 �Ei+2 � � � � � Ek; t 2 (si; si+1]:



344 CHAPTER 21. JACOBI EQUATIONNotice that for t = 0, we obtain a splitting of the vertical subspace:�0 = C0 = E1 � � � � �Ek:For any horizontal Lagrangian subspace H � �, one can construct the corre-sponding splitting of H:H = F1 � � � � � Fk; �(Ei; Fj) = 0; i 6= j: (21.34)Fix any initial horizontal subspace H0 � �, H0 \ �0 = f0g. The followingstatement completes the proof of Theorem 21.3 in the general case.Lemma 21.3. For any i = 1; : : : ; k, there exist a number "i > 0 and a La-grangian subspace Hi � �, Hi \ �0 = f0g, such that any Lagrangian subspaceL0 � �, L0 \ H0 = f0g, with a (�0;H0)-parametrization S0(p; p) = "hp; pi,0 < " < "i, satis�es the conditions:(1) Lt \�0 = f0g; t 2 [0; si],(2) Lt \Hi = f0g, t 2 [0; si], and the Lagrangian subspace Lt has a (�0;Hi)-parametrization St > 0.Proof. We prove this lemma by induction on i.Let i = 1. For s1 = 0, the statement is trivial, so we assume that s1 > 0.Take any "1 > 0 and any Lagrangian subspace L0 � � with a quadratic form"hp; pi, 0 < " < "1, in the (�0;H0)-parametrization.Notice that Ct = �0, i.e., Btj�0 = Id, for t 2 (0; s1]. We haveLt \�0 = BtL0 \Bt�0 = Bt(L0 \�0) = f0g; t 2 [0; s1]:By continuity of the ow Bt, there exists a horizontal Lagrangian subspace H1with a (�0;H0)-parametrization ��hp; pi, � > 0, such that Lt \H1 = f0g, t 2[0; s1]. One can easily check that the subspace L0 in (�0;H1)-parametrizationis given by the quadratic form S0(p; p) = "0hp; pi > 0, "0 = "=(1 + "=�) < ". Wealready proved that _St � 0, thusSt > 0; t 2 [0; s1];in the (�0;H1)-parametrization.The induction basis (i = 1) is proved.Now we prove the induction step. Fix i � 1, assume that the statement ofLemma 21.3 is proved for i, and prove it for i+ 1.Let t 2 (si; si+1], then Ct = Ei+1 � � � � � Ek. Introduce a splitting of thehorizontal subspace Hi as in (21:34):Hi = F1 � � � � � Fk:DenoteE01 = E1 � � � � �Ei; E02 = Ct = Ei+1 � � � � � Ek;F 01 = F1 � � � � � Fi; F 02 = Fi+1 � � � � � Fk;L10 = L0 \ (E01 � F 01); L20 = L0 \ (E02 � F 02):



21.5. SUFFICIENT OPTIMALITY CONDITIONS 345Since BtE02 = E02, then the skew-orthogonal complement (E02)\ = E01�E02�F 01 is also invariant for the ow of Jacobi equation: Bt(E02)\ = (E02)\.In order to prove that Lt \ �0 = f0g, compute this intersection. We have�0 � (E02)\, thusBtL0 \�0 = BtL0 \Bt(E02)\ \�0 = Bt(L0 \ (E02)\) \�0 = BtL10 \�0:(21.35)So we have to prove that BtL10 \�0 = f0g, t 2 (si; si+1].Since the subspaces E02 and (E02)\ are invariant w.r.t. the ow Bt, thequotient ow is well-de�ned:eBt : e�! e�; e� = (E02)\=E02:In the quotient, the ow eBt has no constant vertical solutions:eBt e�0 \ e�0 = f0g; t 2 (si; si+1];e�0 = �0=E02:By the argument already used in the proof of the simple case (21:33), it followsthat eBteL10 \ e�0 = f0g; t 2 (si; si+1];eL10 = L10=E02;for L0 su�ciently close to �0, i.e., for " su�ciently small. That is,BtL10 \�0 � E02; t 2 (si; si+1]:Now it easily follows that this intersection is empty:BtL10 \�0 � BtL10 \E02 = BtL10 \BtE02 = Bt(L10 \E02) = f0g; t 2 (si; si+1]:In view of chain (21:35),Lt \�0 = f0g; t 2 (si; si+1];that is, we proved condition (1) in the statement of Lemma 21.3 for i + 1.Now we pass to condition (2). In the same way as in the proof of theinduction basis, it follows that there exists a horizontal Lagrangian subspaceHi+1 � � such that the curve of Lagrangian subspaces Lt, t 2 [0; si+1], istransversal to Hi+1. In the (�0;Hi+1)-parametrization, the initial subspace L0is given by a positive quadratic form S0(p; p) = "0hp; pi, 0 < "0 < ". Since_St � 0, then St > 0; t 2 [0; si+1]:Condition (2) is proved for i + 1.The induction step is proved, and the statement of this lemma follows.



346 CHAPTER 21. JACOBI EQUATIONBy this lemma, Lt \�0 = f0g; t 2 [0; t1];for all initial subspaces L0 given by quadratic forms S0 = "hp; pi, 0 < " < "k, forsome "k > 0, in a (�0;H0)-parametrization. This means that we constructeda family of extremals containing �t and having a good projection to M . ByTheorem 17.1, the extremal �t, t 2 [0; t1], is strongly optimal. Theorem 21.3 isproved.For the problem with integral cost and free terminal time t1, a similar argu-ment and Theorem 17.2 yield the following su�cient optimality condition.Theorem 21.4. Let �t, t 2 [0; t1], be a regular normal extremal in the problemwith integral cost and free time, and let H(�) be smooth in a neighborhoodof �t. If there are no conjugate points at the segment (0; t1], then the extremaltrajectory q(t) = �(�t), t 2 [0; t1], is strictly strongly optimal.



Chapter 22ReductionIn this chapter we consider a method for reducing a control-a�ne system to anonlinear system on a manifold of a less dimension.22.1 ReductionConsider a control-a�ne system_q = f(q) + mXi=1 uigi(q); ui 2 R; q 2M; (22.1)with pairwise commuting vector �elds near controls:[gi; gj] � 0; i; j = 1; : : : ;m:The ow of the system can be decomposed by the variations formula:�!exp Z t0  f + mXi=1 ui(� )gi! d� = �!exp Z t0 ePmi=1 wi(�) ad gif d� � ePmi=1 wi(t)gi ;(22.2)wi(t) = Z t0 ui(� ) d�:Here we treat Pmi=1 ui(� )gi as a nonperturbed ow and take into account thatthe �elds gi mutually commute. Introduce the partial system corresponding tothe second term in composition (22:2):_q = ePmi=1 wi ad gif(q); wi 2 R; q 2M; (22.3)where wi are new controls. Attainable sets A1(t) of the initial system (22:1)and A2(t) of the partial system (22:3) for time t from a point q0 2M are closelyrelated one to another:A1(t) � A2(t) � nePmi=1 wigi j wi 2 Ro� cl(A1(t)): (22.4)347



348 CHAPTER 22. REDUCTIONIndeed, the �rst inclusion follows directly from decomposition (22:2). To provethe second inclusion in (22:4), notice that the mappingw(�) 7! q0 � �!exp Z t0 ePmi=1 wi(�) ad gif d�is continuous in L1 topology, this follows from the asymptotic expansion of thechronological exponential. Thus the mapping(w(�); v) 7! q0 � �!exp Z t0 ePmi=1 wi(�) ad gif d� � ePmi=1 vigiis continuous in topology of L1 �Rm. Finally, the mappingu(�) 7! (w(�); v) = 0@ �Z0 u(� ) d�; tZ0 u(� ) d�1Ahas a dense image in L1 �Rm. Then decomposition (22:2) implies the secondinclusion in (22:4).The partial system (22:3) is invariant w.r.t. the �elds gi:�ePmi=1 vigi�� ePmi=1 wi ad gif = ePmi=1(wi�vi) ad gif: (22.5)Thus chain (22:4) and equality (22:5) mean that the initial system (22:1) canbe considered as a composition of the partial system (22:3) with the ow of the�elds gi: any time t attainable set of the initial system is (up to closure) thetime t attainable set of the partial system plus a jump along gi, moreover, thejump along gi is possible at any instant.Let (u(t); �t) be an extremal pair of the initial control-a�ne system. Theextremal �t is necessarily totally singular, moreover the maximality conditionof PMP is equivalent to the identityh�t; gii � 0:It is easy to see that �t = �ePmi=1 wi(t)gi�� �tis an extremal of system (22:3) corresponding to the controlw(t) = Z t0 u(� ) d�;moreover, h�t; gii � 0: (22.6)(Here, we use the term extremal as a synonym of a critical point of the endpointmapping, i.e., we require that the extremal control be critical, not necessarily



22.1. REDUCTION 349minimizing, for the control-dependent Hamiltonian of PMP.) Conversely, if �tis an extremal of (22:3) with a Lipschitzian control w(t), and if identity (22:6)holds, then �t = �e�Pmi=1 wi(t)gi�� �tis an extremal of the initial system (22:1) with the controlu(t) = _w(t):Moreover, the strong generalized Legendre condition for an extremal �t of theinitial system coincides with the strong Legendre condition for the correspondingextremal �t of the partial system. In other words, the passage from system (22:1)to system (22:3) transforms nice singular extremals �t into regular extremals �t.Exercise 22.1. Check that the extremals �t and �t have the same conjugatetimes.Since system (22:3) is invariant w.r.t. the �elds gi, this system can beconsidered on the quotient manifold of M modulo action of the �elds gi if thequotient manifold is well-de�ned. Consider the following equivalence relationon M : q0 � q , q0 2 Oq(g1; : : : ; gm):Suppose that all orbits Oq(g1; : : : ; gm) have the same dimension and, moreover,the following nonrecurrence condition is satis�ed: for each point q 2 M thereexist a neighborhood Oq 3 q and a manifold Nq � M , q 2 Nq , transversal toOq(g1; : : : ; gm), such that any orbit Oq0 (g1; : : : ; gm), q0 2 Oq, intersects Nq at aunique point. In particular, these conditions hold ifM = Rn and gi are constantvector �elds, or if m = 1 and the �eld g1 is nonsingular and nonrecurrent. Ifthese conditions are satis�ed, then the space of orbitsM=� is a smooth manifold.Then system (22:3) is well-de�ned on the quotient manifoldM=�:_q = ePmi=1 wi ad gif(q); wi 2 R; q 2M=�: (22.7)The passage from the initial system (22:1) a�ne in controls to the reducedsystem (22:7) nonlinear in controls decreases dimension of the state space andtransforms singular extremals into regular ones.Let � : M ! M=� be the projection. For the attainable set A3(t) of thereduced system (22:7) from the point �(q0), inclusions (22:4) take the formA1(t) � ��1(A3(t)) � cl(A1(t)): (22.8)It follows from the analysis of extremals above that q(t) is an extremal curveof the initial system (22:1) i� its projection �(q(t)) is an extremal curve ofthe reduced system (22:7). The �rst inclusion in (22:8) means that if �(q(� )),� 2 [0; t], is geometrically optimal, then q(� ), � 2 [0; t], is also geometricallyoptimal.



350 CHAPTER 22. REDUCTIONOne can also de�ne a procedure of inverse reduction. Given a control system_q = f(q; w); q 2M; w 2 Rn; (22.9)we restrict it to Lipschitzian controls w(�) and add an integrator:( _q = f(q; w);_w = u; (q; w) 2M �Rn; u 2 Rn: (22.10)Exercise 22.2. Prove that system (22:9) is the reduction of system (22:10).22.2 Rigid body controlConsider the time-optimal problem for the system that describes rotations of arigid body, see Section 19.4:_q = q(a+ ub); q 2 SO(3); u 2 R; (22.11)where a; b 2 so(3); ha; bi = 0; jbj = 1; a 6= 0:Notice that in Section 19.4 we assumed jaj = 1, not jbj = 1 as now, but onecase is obtained from another by dividing the right-hand side of the system bya constant.We construct the reduced system for system (22:11).The state space SO(3) factorizes modulo orbits qesb, s 2 R, of the �eld qb.The corresponding equivalence relation is:q � qesb; s 2 R;and the structure of the factor space is described in the following statement.Proposition 22.1. SO(3)=� ' S2;the canonical projection isq 7! q�; q 2 SO(3); � 2 S2: (22.12)Here � 2 S2 � R3 is the unit vector corresponding to the matrix b 2 so(3):� = 0@ b1b2b3 1A ; b = 0@ 0 �b3 b2b3 0 �b1�b2 b1 0 1A :Proof. The group SO(3) acts transitively on the sphere S2. The subgroup ofSO(3) leaving a point � 2 S2 �xed consists of rotations around the line �, i.e.,it is eRb = fesb j s 2 Rg:Thus the quotient SO(3)=eRb = SO(3)=� is di�eomorphic to S2, projectionSO(3) ! S2 is given by (22:12), and level sets of this mapping coincide withorbits of the �eld qb.



22.3. ANGULAR VELOCITY CONTROL 351The partial system (22:3) in this example takes the form_q = qew ad ba; q 2 SO(3); w 2 R;and the reduced system (22:7) isdd t (q�) = qew ad ba�; q� 2 S2: (22.13)The right-hand side of this symmetric control system de�nes a circle of radius jajin the tangent plane (q�)? = Tq�S2. In other words, system (22:13) determinesa Riemannian metric on S2. Since the vector �elds in the right-hand side ofsystem (22:13) are constant by absolute value, then the time-optimal problemis equivalent to the Riemannian problem (time minimization is equivalent tolength minimization if velocity is constant by absolute value).Extremal curves (geodesics) of a Riemannian metric on S2 are arcs of greatcircles, they are optimal up to semicircles. And the antipodal point is conju-gate to the initial point. Conjugate points for the initial and reduced systemscoincide, thus for both systems extremal curves are optimal up to the antipodalpoint.22.3 Angular velocity controlConsider the system that describes angular velocity control of a rotating rigidbody, see (6:19): _� = �� �� + ul; u 2 R; � 2 R3: (22.14)Here � is the vector of angular velocity of the rigid body in a coordinate sys-tem connected with the body, and l 2 R3 is a unit vector in general positionalong which the torque is applied. Notice that in Section 6.4 we allowed onlytorques u = �1, while now the torque is unbounded. In Section 8.4 we provedthat the system with bounded control is completely controllable (even in thesix-dimensional space). Now we show that with unbounded control we havecomplete controllability in R3 for an arbitrarily small time.We apply the reduction procedure to the initial system (22:14). The partialsystem reads now_� = ew ad l(�� ��)= (�+ wl)� �(� +wl); w 2 R; � 2 R3:The quotient of R3 modulo orbits of the constant �eld l can be realized asthe plane R2 passing through the origin and orthogonal to l. Then projectionR3! R2 is the orthogonal projection along l, and the reduced system reads_x = (x+wl) � �(x + wl)� hx� �(x +wl); li l; x 2 R2; w 2 R: (22.15)



352 CHAPTER 22. REDUCTIONIntroduce Cartesian coordinates in R3 corresponding to the orthonormal framewith basis vectors collinear to the vectors l, l��l, l�(l��l). In these coordinatesx = (x1; x2) and the reduced system (22:15) takes the form:_x1 = b13x22 + ((b11 � b33)x2 � b23x1)w � b13w2; (22.16)_x2 = �b13x1x2 + ((b22 � b11)x1 + b23x2)w; (22.17)where b = (bij) is the matrix of the operator � in the orthonormal frame. Directcomputation shows that b13 < 0 and b22 � b11 6= 0. In polar coordinates (r; ')in the plane (x1; x2), the reduced system (22:16), (22:17) reads_r = rF (cos'; sin')w � b13 cos'w2;_' = �b13r sin' � (1=r) sin'w2 + G(cos'; sin')w;where F and G are homogeneous polynomials of degree 2 with G(�1; 0) =b22 � b11.Choosing appropriate controls, one can construct trajectories of the systemin R2 of the following two types:(1) \spirals", i.e., trajectories starting and terminating at the positive semi-axes x1, not passing through the origin (r 6= 0), and rotating counter-clockwise ( _' > 0),(2) \horizontal" trajectories almost parallel to the axis x1 ( _x1 � _x2).Moreover, we can move fast along these trajectories. Indeed, system (22:16),(22:17) has an obvious self-similarity| it is invariantwith respect to the changesof variables x1 7! �x1, x2 7! �x2, w 7! �w, t 7! ��1t (� > 0). Consequently,one can �nd \spirals" arbitrarily far from the origin and with an arbitrarily smalltime of complete revolution. Further, it is easy to see from equations (22:16),(22:17) that taking large in absolute value controls w one obtains arbitrarilyfast motions along the \horizontal" trajectories in the positive direction of theaxis x1.Combining motions of types (1) and (2), we can steer any point x 2 R2 toany point x̂ 2 R2 for any time " > 0, see �g. 22.1. Details of this argument areleft to the reader as an exercise, see also [41].That is, time t attainable sets A3x(t) of the reduced system (22:15) from apoint x satisfy the property:A3x(") = R2 8 x 2 R2; " > 0:By virtue of chain (22:8), attainable sets A1�(t) of the initial system (22:14)satisfy the equality cl(A1�(")) = R3 8 � 2 R3; " > 0:Since the vector l is in general position, the 3-dimensional system (22:14) has afull rank (see Proposition 6.1), thus it is completely controllable for arbitrarilysmall time: A1�(") = R3 8 � 2 R3; " > 0:
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x̂x x1x2

Figure 22.1: Complete controllability of system (22:15)



354 CHAPTER 22. REDUCTION



Chapter 23Curvature23.1 Curvature of 2-dimensional systemsConsider a control system of the form_q = fu(q); q 2M; u 2 U; (23.1)where dimM = 2; U = R or S1:We suppose that the right-hand side fu(q) is smooth in (u; q). A well-knownexample of such a system is given by a two-dimensional Riemannian problem:locally, such a problem determines a control system_q = cosu f1(q) + sinu f2(q); q 2M; u 2 S1;where f1; f2 is a local orthonormal frame of the Riemannian structure. Forcontrol systems (23:1), we obtain a feedback-invariant form of Jacobi equationand construct the main feedback invariant | curvature (in the Riemanniancase this invariant coincides with Gaussian curvature). We prove comparisontheorem for conjugate points similar to those in Riemannian geometry.We assume that the curve of admissible velocities of control system (23:1)satis�es the following regularity conditions:fu(q) ^ @ fu(q)@ u 6= 0;@ fu(q)@ u ^ @2 fu(q)@ u2 6= 0; q 2M; u 2 U: (23.2)Condition (23:2) means that the curve ffu(q) j u 2 Ug � TqM is stronglyconvex, it implies strong Legendre condition for extremals of system (23:1).Introduce the following control-dependent Hamiltonian linear on �bers ofthe cotangent bundle: hu(�) = h�; fu(q)i355



356 CHAPTER 23. CURVATUREand the maximized HamiltonianH(�) = maxu2U hu(�): (23.3)We suppose that H(�) is de�ned in a domain in T �M under consideration.Moreover, we assume that for any � in this domain maximum in (23:3) is at-tained for a unique u 2 U , this means that any line of support touches the curveof admissible velocities at a unique point. Then the convexity condition (23:2)implies that H(�) is smooth in this domain and strongly convex on �bers ofT �M . Moreover, H is homogeneous of order one on �bers, thus we restrict tothe level surface H = H�1(1) � T �M:Denote the intersection with a �berHq = H\ T �qM:23.1.1 Moving frameWe construct a feedback-invariant moving frame on the 3-dimensional mani-foldH in order to write Jacobi equation in this frame. Notice that the maximizedHamiltonian H is feedback-invariant since it depends on the whole admissiblevelocity curve fU (q), not on its parametrization by u. Thus the level surface Hand the �ber Hq are also feedback-invariant.We start from a vertical �eld tangent to the curve Hq. Introduce polarcoordinates in a �ber: p = (r cos'; r sin') 2 T �qM;then Hq is parametrized by angle ':Hq = fp = p(')g:Since the curve Hq does not pass through the origin: p(') 6= 0, it follows thatp(') ^ d pd' (') 6= 0: (23.4)Decompose the second derivative in the frame p, d pd' :d2 pd'2 (') = a(')p(') + b(') d pd' ('):The curve Hq is strongly convex, thusa(') < 0:



23.1. CURVATURE OF 2-DIMENSIONAL SYSTEMS 357A change of parameter � = �(') givesd2 pd �2 = a(')�d'd � �2 p(�) + ~b(�)d pd � (�);thus there exists a unique (up to translations and orientation) parameter � onthe curve Hq such that d2 pd �2 = �p(�) + b(�)d pd � (�):We �x such a parameter � and de�ne the corresponding vertical vector �eldon H: v = @@ � :In invariant terms, v is a unique (up to multiplication by �1) vertical �eld onH such that L2vs = �s + b Lvs; (23.5)where s = p dq is the tautological form on T �M restricted to H.We de�ne the moving frame on H as follows:V1 = v; V2 = [v; ~H]; V3 = ~H:Notice that these vector �elds are linearly independent since v is vertical andthe other two �elds have linearly independent horizontal parts:�� ~H = f;��[v; ~H] = @ fu@ u d ud � ; d ud � 6= 0:Here we denote by u(�) the maximizing control on Hq:hp(�); fu(�)i � hp(�); fui; u 2 U:Di�erentiating the identity *p(�); @ fu@ u ����u(�)+ � 0w.r.t. �, we obtain d ud � 6= 0.In order to write Jacobi equation along an extremal �t, we require Lie brack-ets of the Hamiltonian �eld ~H with the vector �elds of the frame:[ ~H; V1] = �V2;[ ~H; V2] = ?;[ ~H; V3] = 0:The missing second bracket is given by the following proposition.



358 CHAPTER 23. CURVATURETheorem 23.1. [ ~H; [ ~H; v]] = ��v: (23.6)The function � = �(�), � 2 H, is called the curvature of the two-dimensionalcontrol system (23:1). The Hamiltonian �eld ~H is feedback-invariant, and the�eld v is feedback-invariant up to multiplication by �1. Thus the curvature �is a feedback invariant of system (23:1).Now we prove Theorem 23.1.Proof. The parameter � provides an identi�cationH �= f�g �M; (23.7)thus tangent spaces to H decompose into direct sum of the horizontal andvertical subspaces. By duality, any di�erential form on H has a horizontal andvertical part. Notice that trivialization (23:7) is not feedback invariant sincethe choice of the section � = 0 is arbitrary, thus the form d� and the propertyof a subspace to be horizontal are not feedback-invariant.For brevity, we denote in this proofs = sjH ;a horizontal form on H. Denote the Lie derivative:Lv = L @@ � = 0and consider the following coframe on H:d�; s; s0: (23.8)It is easy to see that these forms are linearly independent: d� is vertical, whilethe horizontal forms s, s0 are linearly independent by (23:4). Now we constructa frame on H dual to coframe (23:8).Decompose ~H into the horizontal and vertical parts:~H = Y|{z}horizontal+ � @@ �| {z }vertical; � = �(�; q): (23.9)We prove that the �elds @@ � ; Y; Y 0 = � @@ � ; Y �give a frame dual to coframe (23:8). We have to show only that the pair ofhorizontal �elds Y , Y 0 is dual to the pair of horizontal forms s, s0. First,hs�; Y i = hs�; ~Hi = h�; fui = H(�) = 1:



23.1. CURVATURE OF 2-DIMENSIONAL SYSTEMS 359Further, hs�; Y 0i = hs�; ~H0i = ��; @ fu@ � � = ��; @ fu@ u �| {z }=0 d ud � = 0:Consequently, 0 = hs; Y i0 = hs0; Y i + hs; Y 0i;i.e., hs0; Y i = 0:Finally, 0 = hs0; Y i0 = hs00; Y i + hs0; Y 0i:Equality (23:5) can be written as s00 = �s + bs0, thushs0; Y 0i = �hs00; Y i = hs � bs0; Y i = 1:So we proved that the frame @@ � ; Y; Y 0 2 VecHis dual to the coframe d�; s; s0 2 �1(H):We complete the proof of this theorem computing the bracket [ ~H; [~H; v]] usingthese frames.First consider the standard symplectic form:�jH = d (sjH) = ds = d� ^ s0 + dqs;where dqs is the di�erential of the form s w.r.t. horizontal coordinates. Thehorizontal 2-form dqs decomposes:dqs = c s ^ s0; c = c(�; q);thus �jH = d� ^ s0 + cs ^ s0:Since i ~H �jH = 0;then �jH ( ~H; � ) = �jH (Y + � @@ � ; � )= �s0 � hs0; Y i d� + c hs; Y is0 � c hs0; Y is= �s0 + cs0 = 0;



360 CHAPTER 23. CURVATUREi.e., � = �c, thus ~H = Y � c @@ � :Now we can compute the required Lie bracket.~H0 = � @@ � ; ~H� = Y 0 � c0 @@ � ;consequently,� ~H; � ~H; @@ � �� = h ~H;� ~H0i = �Y � c @@ � ;�Y 0 + c0 @@ ��= � ~Hc0 � ~H0c� @@ �| {z }vertical part + [Y 0; Y ] + cY 00 � c0Y 0| {z }horizontal part :In order to complete the proof, we have to show that the horizontal part of thebracket [ ~H; [ ~H; @@ � ]] vanishes.The equality s00 = �s + bs0 implies, by duality of the frames Y , Y 0 and s,s0, that Y 00 = �Y � bY 0:Further, ds = d� ^ s0 + cs ^ s0;d(s0) = (ds)0 = d� ^ s00 + c0s ^ s0 + cs ^ s00= �d� ^ s � b d� ^ s0 + (c0 + cb)s ^ s0;and we can compute the bracket [Y 0; Y ] using duality of the frames and Propo-sition 18.1: [Y 0; Y ] = cY + (c0 + cb)Y 0:Summing up, the horizontal part of the �eld [ ~H; [ ~H; v]] is[Y 0; Y ] + cY 00 � c0Y 0 = cY + (c0 + cb)Y 0 � cY � cbY 0 � c0Y 0 = 0:We proved that � ~H; � ~H; @@ ��� = �� @@ � ;where the curvature has the form� = � ~Hc0 + ~H0c:Remark. Recall that the vertical vector �eld v that satis�es (23:5) is unique upto a factor �1. On the other hand, the vertical �eld v that satis�es (23:6) isunique, up to a factor constant along trajectories of ~H (so this factor does nota�ect �). Consequently, any vertical vector �eld v for which an equality of theform (23:6) holds can be used for computation of curvature �.



23.1. CURVATURE OF 2-DIMENSIONAL SYSTEMS 361So now we know all brackets of the Hamiltonian vector �eld X = ~H withthe vector �elds of the frame V1, V2, V3:[ ~H; V1] = �V2; (23.10)[ ~H; V2] = �V1; (23.11)[ ~H; V3] = 0: (23.12)23.1.2 Jacobi equation in moving frameWe apply the moving frame constructed to derive an ODE on conjugate timeof our two-dimensional system | Jacobi equation in the moving frame.As in Chapter 21, consider Jacobi equation along a regular extremal �t,t 2 [0; t1], of the two-dimensional system (23:1):_� = ~bt(�); � 2 � = T�0 (T �M );and its ow Bt = �!exp Z t0 ~b� d�:Recall that �0 = T�0 (T �q0M ) is the vertical subspace in � and Ct � �0 is thesubspace of constant vertical solutions to Jacobi equation at [0; t], see (21:30).The intersection Bt�0 \ �0 always contains the subspace Ct. An instant t 2(0; t1] is a conjugate time for the extremal �t i� that intersection is greaterthan Ct: Bt�0 \�0 6= Ct:In order to complete the frame V1, V2, V3 to a basis in T�0 (T �M ), considera vector �eld transversal to H | the vertical Euler �eld E 2 Vec(T �M ) withthe ow � � etE = et � �; � 2 T �M; t 2 R:In coordinates (p; q) on T �M , this �eld readsE = p @@ p:The vector �elds V1; V2; V3; E form a basis in T�(T �M ), � 2 H. The �eldsV1 = @@ � and E are vertical:�0 = span(V1(�0); E(�0)):To compute the constant vertical subspace Ct, evaluate the action of theow Bt on these �elds. In the proof of Theorem 21.3, we decomposed the owof Jacobi equation: Bt(�) = (P �t )� et ~H� (�):Thus BtE(�0) = (P �t )� et ~H� E(�0):



362 CHAPTER 23. CURVATUREThe Hamiltonian H is homogeneous of order one on �bers, consequently theow of ~H is homogeneous as well:(k�) � et ~H = k�� � et ~H� ; k > 0;and the �elds ~H and E commute. That is, the Hamiltonian vector �eld ~Hpreserves the vertical Euler �eld E. Further, the ow P �t is linear on �bers,thus it also preserves the �eld E. Summing up, the vector E(�0) is invariantunder the action of the ow of Jacobi equation, i.e.,RE(�0) � Ct:It is easy to see that this inclusion is in fact an equality. Indeed, in view ofbracket (23:10),et ~H� V1(�0) = �t � e�tad ~HV1 = �t � (V1 + tV2 + o(t)) =2 T�t(T �q(t)M );thus BtV1(�0) =2 �0for small t > 0. This means thatCt = RE(�0); t 2 (0; t1]:Thus an instant t is a conjugate time i�Bt�0 \�0 6= RE(�0);i.e., et ~H� V1(�0) 2 RV1(�t);or, equivalently, �0 � etad ~HV1 2 R(�0 � V1): (23.13)Now we describe the action of the ow of a vector �eld on a moving frame.Lemma 23.1. Let N be a smooth manifold, dimN = m, and let vector �eldsV1; : : : ; Vm 2 VecN form a moving frame on N . Take a vector �eld X 2 VecN .Let the operator adX have a matrix A = (aij) in this frame:(adX)Vj = mXi=1 aijVi; aij 2 C1(N ):Then the matrix �(t) = (ij(t)) of the operator etad ~H in the moving frame:et adX Vj = mXi=1 ij(t)Vi; ij(t) 2 C1(N ); (23.14)



23.1. CURVATURE OF 2-DIMENSIONAL SYSTEMS 363is the solution to the following Cauchy problem:_�(t) = �(t)A(t); (23.15)�(0) = Id; (23.16)where A(t) = (etXaij).Proof. Initial condition (23:16) is obvious. In order to derive the matrix equa-tion (23:15), we di�erentiate identity (23:14) w.r.t. t:mXi=1 _ij(t)Vi = et adX [X;Vj] = etadX  mXk=1akjVk! = mXk=1 �etXakj� etadXVk= mXk;i=1 �etXakj� ikVi;and the ODE follows.In view of inclusion (23:13), an instant t is a conjugate time i� the coe�cientsin the decomposition �0 � et ad ~HVj = 3Xi=1 ij(t)(�0 � Vi)satisfy the equalities: 21(t) = 31(t) = 0:By the previous lemma, the matrix �(t) = (ij(t)) is the solution to Cauchyproblem (23:15), (23:16) with the matrixA(t) = 0@ 0 �t 0�1 0 00 0 0 1A ; �t = �(�t);see Lie bracket relations (23:10){(23:12).Summing up, an instant t 2 (0; t1] is a conjugate time i� the solutions to theCauchy problems( _21 = �22;_22 = �t21; 21(0) = 0; 22(0) = 1and ( _31 = �32;_32 = �t31; 31(0) = 0; 32(0) = 0satisfy the equalities 21(t) = 31(t) = 0:



364 CHAPTER 23. CURVATUREBut Cauchy problem for 31, 32 has only trivial solution. Thus for a conjugatetime t, we obtain the linear nonautonomous system for (x1; x2) = (21; 22):( _x1 = �x2;_x2 = �tx1; x1(0) = x1(t) = 0: (23.17)We call system (23:17), or, equivalently, the second order ODE�x+ �tx = 0; x(0) = x(t) = 0; (23.18)Jacobi equation for system (23:1) in the moving frame. We proved the followingstatement.Theorem 23.2. An instant t 2 (0; t1] is a conjugate time for the two-dimen-sional system (23:1) i� there exists a nontrivial solution to boundary prob-lem (23:18).Sturm's comparison theorem for second order ODEs (see e.g. [137]) impliesthe following comparison theorem for conjugate points.Theorem 23.3. (1) If � < C2 for some C > 0 along an extremal �t, then thereare no conjugate points at the time segment [0; �C ]. In particular, if � � 0 along�t, then there are no conjugate points.(2) If � � C2 along �t, then there is a conjugate point at the segment [0; �C ].A typical behavior of extremal trajectories of the two-dimensional system (23:1)in the cases of negative and positive curvature is shown at �g. 23.1 and 23.2respectively.q qFigure 23.1: � < 0 Figure 23.2: � > 0Example 23.1. Consider the control system corresponding to a Riemannianproblem on a 2-dimensional manifoldM :_q = cos u f1(q) + sinu f2(q); q 2M; u 2 S1;



23.2. CURVATUREOF 3-DIMENSIONAL CONTROL-AFFINE SYSTEMS365where f1; f2 is an orthonormal frame of the Riemannian structure h�; �i:hfi; fji = �ij ; i; j = 1; 2:In this case, � is the Gaussian curvature of the Riemannian manifold M , andit is evaluated as follows: � = �c21 � c22 + f1c2 � f2c1;where ci are structure constants of the frame f1, f2: [f1; f2] = c1f1 + c2f2. Weprove this formula for � in Chapter 24.For the Riemannian problem, the curvature � = �(q) depends only on thebase point q 2 M , not on the coordinate � in the �ber. Generally, this is notthe case: the curvature is a function of (q; �) 2 H.Optimality conditions in terms of conjugate points obtained in Chapter 21can easily be applied to the two-dimensional system (23:1) under consideration.Assume �rst that tc 2 (0; t1) is a conjugate time for an extremal �t, t 2 [0; t1],of system (23:1). We verify hypotheses of Proposition 21.2. Condition (23:2)implies that the extremal is regular. The corresponding control ~u has corank onesince the Lagrange multiplier �t is uniquely determined by PMP (up to a scalarfactor). Further, Jacobi equation cannot have solutions of form (21:28): if thiswere the case, Jacobi equation in the moving frame �x + �tx = 0 would have anontrivial solution with the terminal conditions x(tc) = _x(tc) = 0, which is im-possible. Summing up, the extremal �t satis�es hypotheses of Proposition 21.2,and alternative (1) of this proposition is not realized. Thus the correspondingextremal trajectory is not locally geometrically optimal.If the segment [0; t1] does not contain conjugate points, then by Theorem 21.4the corresponding extremal trajectory is time-optimal compared with all otheradmissible trajectories su�ciently close in M .23.2 Curvature of 3-dimensional control-a�nesystemsIn this section we consider control-a�ne 3-dimensional systems:_q = f0(q) + uf1(q); u 2 R; q 2M; (23.19)dimM = 3:We reduce such a system to a 2-dimensional one as in Chapter 22 and computethe curvature of the 2-dimensional system obtained | a feedback invariant ofsystem (23:19).We assume that the following regularity conditions hold on M :f0 ^ f1 ^ [f0; f1] 6= 0; (23.20)f1 ^ [f0; f1] ^ [f1; [f0; f1]] 6= 0: (23.21)



366 CHAPTER 23. CURVATUREAny extremal �t of the control-a�ne system (23:19) is totally singular, itsatis�es the equality h1(�t) = h�t; f1i � 0; (23.22)and the corresponding extremal control cannot be found immediately from thisequality. Di�erentiation of (23:22) w.r.t. t yieldsh01(�t) = h�t; [f0; f1]i � 0;and one more di�erentiation leads to an equality containing control:h001(�t) + u(t)h101(�t) = h�t; [f0; [f0; f1]]i+ u(t)h�t; [f1; [f0; f1]]i � 0:Then the singular control is uniquely determined:u = ~u(q) = �h001(�)h101(�) ; h1(�) = h01(�) = 0:We apply a feedback transformation to system (23:19):u 7! u� ~u(q):This transformation a�ects the �eld f0, but preserves regularity conditions(23:20), (23:21). After this transformation the singular control isu = 0:In other words, �f1 = �[f0; f1] = 0 ) �[f0; [f0; f1]] = 0:So we assume below that[f0; [f0; f1]] 2 span(f1; [f0; f1]): (23.23)In a tubular neighborhood of a trajectory of the �eld f0, consider the reduc-tion of the three-dimensional system (23:19):d ~qd t = ew ad f1f0(~q); w 2 (�"; "); ~q 2 fM =M=eRf1; (23.24)for a small enough ".This system has the same conjugate points as the initial one (23:19). If sys-tem (23:24) has no conjugate points, then the corresponding singular trajectoryof system (23:19) is strongly geometrically optimal, i.e., comes, locally, to theboundary of attainable set.Describe the cotangent bundle of the quotient fM . A tangent space to fMconsists of tangent vectors to M modulo f1:T~qfM �= TqM=Rf1(q); (23.25)q 2M; ~q = q � eRf1 2 fM;



23.2. CURVATUREOF 3-DIMENSIONAL CONTROL-AFFINE SYSTEMS367identi�cation (23:25) is given by the mappingv 7! ~v; v 2 TqM; ~v 2 T~qfM;v = dd t����t=0 q(t); ~v = dd t ����t=0 ~q(t):Thus a cotangent space to fM consists of covectors on M orthogonal to f1:T �~q fM �= T �qM \ fh1 = 0g;� 7! ~�; � 2 T �qM \ fh1 = 0g; ~� 2 T �~q fM;h~�; ~vi = h�; vi; v 2 TqM; ~v 2 T~qfM:Taking into account that the �eld f1 is the projection of the Hamiltonian �eld ~h1,it is easy to see that T �fM �= fh1 = 0g=eR~h1;where the mapping � 7! ~� is de�ned above (exercise: show that ~�1 = ~�2 ,�2 2 �1 � eR~h1). Summing up, cotangent bundle to the quotient fM is obtainedfrom T �M via Hamiltonian reduction by ~h1: restriction to the level surface ofh1 with subsequent factorization by the ow of ~h1.Further, regularity condition (23:21) implies that the �eld ~h1 is transversalto the level surface fh1 = h01 = 0g, so this level surface gives another realizationof the cotangent bundle to the quotient:T �fM �= fh1 = h01 = 0g:In this realization, ~h0 is the Hamiltonian �eld corresponding to the maximizedHamiltonian| generator of extremals ( ~H in Section 23.1). The level surface ofthe maximized Hamiltonian (H in Section 23.1) realizes as the submanifoldfh1 = h01 = 0; h0 = 1g � T �M:Via the canonical projection � : T �M !M , this submanifold can be identi�edwith M , so the level surface H of Section 23.1 realizes now as M . We use thisrealization to compute curvature of the three-dimensional system (23:19) as thecurvature � of its two-dimensional reduction (23:24).The Hamiltonian �eld ~H of Section 23.1 is now f0, and f1 is a vertical �eld.It remains to normalize f1, i.e., to �nd a vertical �eld af1, a 2 C1(M ), suchthat [f0; [f0; af1]] = ��af1; (23.26)see (23:6). The triple f0; f1; f2 = [f0; f1]forms a moving frame on M , consider the structure constants of this frame:[fi; fj ] = 2Xk=0 ckjifk; i; j = 0; 1; 2:



368 CHAPTER 23. CURVATURENotice that inclusion (23:23) obtained after preliminary feedback transformationreads now as c002 = 0. That is why[f0; [f0; f1]] = �c102f1 � c202[f0; f1]:Now we can �nd the normalizing factor a for f1 such that (23:26) be satis�ed.We have[f0; [f0; af1]] = [f0; (f0a) + a[f0; f1]] = (f20 a)f1 + 2(f0a)[f0; f1] + a[f0; [f0; f1]]= (f20 a� c102a)f1 + (2f0a� c201)[f0; f1]:Then the required function a is found from the �rst order PDE2f0a� c202a = 0;and the curvature is computed:� = �f20a � c102aa :Summing up, curvature of the control-a�ne 3-dimensional system (23:19) isexpressed through the structure constants as� = c102 � 14(c202)2 � 12f0c202;a function on the state space M .Bounds on curvature � along a (necessarily singular) extremal of a 3-dimen-sional control-a�ne system allow one to obtain bounds on conjugate time, thuson segments where the extremal is locally optimal. Indeed, by construction,� is the curvature of the reduced 2-dimensional system. As we know fromChapter 22, reduction transforms singular extremals into regular ones, and theinitial and reduced systems have the same conjugate times. Thus Theorem 23.3can be applied, via reduction, to the study of optimality of singular extremalsof 3-dimensional control-a�ne systems.



Chapter 24Rolling bodiesWe apply the Orbit Theorem and Pontryagin MaximumPrinciple to an intrinsicgeometric model of a pair of rolling rigid bodies. We solve the controllabilityproblem: in particular, we show that the system is completely controllable i�the bodies are not isometric. We also state an optimal control problem andstudy its extremals.24.1 Geometric modelConsider two solid bodies in the 3-dimensional space that roll one on anotherwithout slipping or twisting.
McMFigure 24.1: Rolling bodiesRather than embedding the problem into R3, we construct an intrinsic geo-metric model of the system.Let M and cM be two-dimensional connected manifolds | surfaces of therolling bodies. In order to measure lengths of paths in M and cM , we suppose369



370 CHAPTER 24. ROLLING BODIESthat each of these manifolds is Riemannian, i.e., endowed with a Riemannianstructure | an inner product in the tangent space smoothly depending on thepoint in the manifold: hv1; v2iM ; vi 2 TxM;hbv1; bv2icM ; bvi 2 TbxcM:Moreover, we suppose that M and cM are oriented (which is natural since sur-faces of solid bodies in R3 are oriented by the exterior normal vector).At contact points of the bodies x 2 M and bx 2 cM , their tangent spacesare identi�ed by an isometry (i.e., a linear mapping preserving the Riemannianstructures) q : TxM ! TbxcM;see �g. 24.2. We deal only with orientation-preserving isometries and omit the+ =x M bx cM cMMTxM TbxcMFigure 24.2: Identi�cation of tangent spaces at contact pointwords \orientation-preserving" in order to simplify terminology. An isometry qis a state of the system, and the state space is the connected 5-dimensionalmanifold Q = f q : TxM ! TbxcM j x 2M; bx 2 cM; q an isometryg:Denote the projections from Q to M and cM :�(q) = x; b�(q) = bx; q : TxM ! TbxcM;q 2 Q; x 2M; bx 2 cM:Local coordinates on Q can be introduced as follows. Choose arbitrary localorthonormal frames e1, e2 on M and be1, be2 on cM :hei; ejiM = �ij ; hbei; bejicM = �ij ; i; j = 1; 2:For any contact con�guration of the bodies q 2 Q, denote by � the angle ofrotation from the frame be1, be2 to the frame qe1, qe2 at the contact point:qe1 = cos � be1 + sin � be2;qe2 = � sin � be1 + cos � be2:



24.2. TWO-DIMENSIONAL RIEMANNIAN GEOMETRY 371Then locally points q 2 Q are parametrized by triples (x; bx; �), x = �(q) 2 M ,bx = b�(q) 2 cM , � 2 S1. Choosing local coordinates (x1; x2) on M and (bx1; bx2)on cM , we obtain local coordinates (x1; x2; bx1; bx2; �) on Q.Let q(t) 2 Q be a curve corresponding to a motion of the rolling bodies, thenx(t) = �(q(t)) and bx(t) = b�(q(t)) are trajectories of the contact points in Mand cM respectively. The condition of absence of slipping means thatq(t) _x(t) = _bx(t); (24.1)and the condition of absence of twisting is geometrically formulated as follows:q(t) (vector �eld parallel along x(t)) = (vector �eld parallel along bx(t)) :(24.2)Our model ignores the state constraints that correspond to admissibility ofcontact of the bodies embedded in R3. Notice although that if the surfaces Mand cM have respectively positive and nonnegative Gaussian curvatures at apoint, then their contact is locally admissible.The admissibility conditions (24:1) and (24:2) imply that a curve x(t) 2M determines completely the whole motion q(t) 2 Q. That is, velocities ofadmissible motions determine a rank 2 distribution � on the 5-dimensionalspace Q. We show this formally and compute the distribution � explicitlybelow. Before this, we recall some basic facts of Riemannian geometry.24.2 Two-dimensional Riemannian geometryLet M be a 2-dimensional Riemannian manifold. We describe Riemanniangeodesics, Levi-Civita connection and parallel translation on T �M �= TM .Let h � ; � i be the Riemannian structure and e1, e2 a local orthonormal frameon M .24.2.1 Riemannian geodesicsFor any �xed points x0; x1 2M , we seek for the shortest curve in M connect-ing x0 and x1:_x = u1e1(x) + u2e2(x); x 2M; (u1; u2) 2 R2;x(0) = x0; x(t1) = x1;l = Z t10 h _x; _xi1=2 dt = Z t10 (u21 + u22)1=2 dt! min :In the same way as in Section 19.1, it easily follows from PMP that arc-lengthparametrized extremal trajectories in this problem (Riemannian geodesics) are



372 CHAPTER 24. ROLLING BODIESprojections of trajectories of the normal Hamiltonian �eld:x(t) = � � et ~H(�); � 2 H = fH = 1=2g � T �M;H = 12(h21 + h22);hi(�) = h�; eii; i = 1; 2:The level surface H is a spherical bundle over M with a �berHq = fh21 + h22 = 1g \ T �qM �= S1parametrized by angle ': h1 = cos'; h2 = sin':Cotangent bundle of a Riemannian manifold can be identi�ed with the tan-gent bundle via the Riemannian structure:TM �= T �M;v 7! � = hv; � i:Then H � T �M is identi�ed with the spherical bundleS = fv 2 TM j kvk = 1g � TMof unit tangent vectors to M . After this identi�cation, et ~H can be consideredas a geodesic ow on S.24.2.2 Levi-Civita connectionA connection on the spherical bundle S ! M is an arbitrary horizontal distri-bution D: D = fDv � TvS j v 2 Sg;Dv � Tv(Sx) = TvS; Sx = S \ TxM:Any connection D onM de�nes a parallel translation of unit tangent vectorsalong curves inM . Let x(t), t 2 [0; t1], be a curve inM , and let v0 2 Tx(0)M bea unit tangent vector. The curve x(t) has a unique horizontal lift on S startingat v0: v(t) 2 S; � � v(t) = x(t);_v(t) 2 Dv(t);v(0) = v0:Indeed, if the curve x(t) satis�es the nonautonomous ODE_x = u1(t) e1(x) + u2(t) e2(x);



24.2. TWO-DIMENSIONAL RIEMANNIAN GEOMETRY 373then its horizontal lift v(t) is a solution to the lifted ODE_v = u1(t) �1(v) + u2(t) �2(v); (24.3)where �i are horizontal lifts of the basis �elds ei:Dv = span(�1(v); �2(v)); ���i = ei:Notice that solutions of ODE (24:3) are continued to the whole time segment[0; t1] since the �bers Sx are compact. The vector v(t1) is the parallel translationof the vector v0 along the curve x(t).A vector �eld v(t) along a curve x(t) is called parallel if it is preserved byparallel translations along x(t).Levi-Civita connection is the unique connection on the spherical bundle S !M such that:(1) velocity of a Riemannian geodesic is parallel along the geodesic (i.e., thegeodesic �eld ~H is horizontal),(2) parallel translation preserves angle, i.e., horizontal lifts of vector �elds onthe baseM commute with the vector �eld @@ ' that determines the elementof length (or, equivalently, the element of angle) in the �ber Sx.Now we compute the Levi-Civita connection as a horizontal distributionon H �= S. In Chapter 23 we constructed a feedback-invariant frame on themanifold H: T�H = span� ~H; @@ '; ~H0� ; ~H0 = � @@ '; ~H� :We have ~H = h1�e1 + c1 @@ '�+ h2�e2 + c2 @@ '� ; (24.4)~H0 = �h2�e1 + c1 @@ '�+ h1�e2 + c2 @@ '� ; (24.5)where ci are structure constants of the orthonormal frame on M :[e1; e2] = c1e1 + c2e2; ci 2 C1(M ):Indeed, the component of the �eld ~H = h1~h1 + h2~h2 in the tangent space ofthe manifoldM is equal to h1e1 + h2e2. In order to �nd the component of the�eld ~H in the �ber, we compute the derivatives ~Hhi in two di�erent ways:~Hh1 = (h1~h1 + h2~h2)h1 = h2(~h2h1) = h2fh2; h1g = h2(�c1h1 � c2h2);~Hh1 = ~H cos' = � sin'( ~H') = �h2( ~H');similarly ~Hh2 = h1(c1h1 + c2h2) = h1( ~H');



374 CHAPTER 24. ROLLING BODIESthus ~H' = c1h1 + c2h2:Consequently, ~H = h1e1 + h2e2 + (c1h1 + c2h2) @@ ';and equality (24:4) follows. Then equality (24:5) is obtained by straightforwarddi�erentiation.Notice that using decompositions (24:4), (24:5), we can easily compute Gaus-sian curvature k of the RiemannianmanifoldM via the formula of Theorem 23.1:� ~H; � ~H; @@ '�� = �k @@ ' :Since [ ~H; ~H0] = (c21 + c22 � e1c2 + e2c1) @@ ';then k = �c21 � c22 + e1c2 � e2c1: (24.6)Properties (1) and (2) of the horizontal distribution D on H that determinesthe Levi-Civita connection mean that ~H 2 D and es @@ '� D = D, thusD = span�es @@ '� ~H j s 2 R� :Since es @@ '� ~H = h1(' � s)�e1 + c1 @@ '�+ h2('� s)�e2 + c2 @@ '� ;we obtain D = span� ~H; ~H0� :The 1-form of the connection D:! 2 �1(H); D = Ker !;reads ! = c1!1 + c2!2 � d';where (!1; !2) is the dual coframe to (e1; e2):!i 2 �1(M ); h!i; eji = �ij; i; j = 1; 2:



24.3. ADMISSIBLE VELOCITIES 37524.3 Admissible velocitiesWe return to the rolling bodies problem and write down admissibility conditi-ons (24:1), (24:2) for a curve q(t) 2 Q as restrictions on velocity _q(t). Decomposevelocities of the contact curves in M and cM in the orthonormal frames:_x = a1 e1(x) + a2 e2(x); (24.7)_bx = ba1 be1(bx) + ba2 be2(bx): (24.8)Then the nonslipping condition (24:1) reads:ba1 = a1 cos � � a2 sin �; ba2 = a1 sin � + a2 cos �: (24.9)Now we consider the nontwisting condition (24:2). Denote the structureconstants of the frames:[e1; e2] = c1e1 + c2e2; ci 2 C1(M );[be1; be2] = bc1be1 + bc2be2; bci 2 C1(cM ):Let ~q : T �xM ! T �bxcM be the mapping induced by the isometry q via identi�ca-tion of tangent and cotangent spaces:~q !1 = cos � b!1 + sin � b!2;~q !2 = � sin � b!1 + cos � b!2:In the cotangent bundle, the nontwisting condition means that if�(t) = (x(t); '(t)) 2 His a parallel covector �eld along a curve x(t) 2M , thenb�(t) = ~q(t)�(t) = (bx(t); b'(t)) 2 bHis a parallel covector �eld along the curve bx(t) 2 cM .Since the isometry q(t) rotates the tangent spaces at the angle �(t), then themapping ~q(t) rotates the cotangent spaces at the same angle: b'(t) = '(t)+�(t),thus _�(t) = _b'(t)� _'(t): (24.10)A covector �eld �(t) is parallel along the curve in the base x(t) i� _� 2 Ker !,i.e., _' = hc1!1 + c2!2; _xi = c1a1 + c2a2:Similarly, b�(t) is parallel along bx(t) i�_b' = Dbc1 b!1 + bc2 b!2; _bxE = bc1 ba1 + bc2 ba2= a1(bc1 cos � + bc2 sin �) + a2(�bc1 sin � + bc2 cos �):



376 CHAPTER 24. ROLLING BODIESIn view of (24:10), the nontwisting condition reads_� = bc1ba1 + bc2ba2 � (c1a1 + c2a2)= a1(�c1 + bc1 cos � + bc2 sin �) + a2(�c2 � bc1 sin � + bc2 cos �): (24.11)Summing up, admissibility conditions (24:1) and (24:2) for rolling bodiesdetermine constraints (24:9) and (24:11) along contact curves (24:7), (24:8),i.e., a rank two distribution � on Q spanned locally by the vector �eldsX1 = e1 + cos � be1 + sin � be2 + (�c1 + bc1 cos � + bc2 sin �) @@ � ; (24.12)X2 = e2 � sin � be1 + cos � be2 + (�c2 � bc1 sin � + bc2 cos �) @@ � : (24.13)Admissible motions of the rolling bodies are trajectories of the control system_q = u1X1(q) + u2X2(q); q 2 Q; u1; u2 2 R: (24.14)24.4 ControllabilityDenote the Gaussian curvatures of the Riemannian manifolds M and cM by kand bk respectively. We lift these curvatures from M and cM to Q:k(q) = k(�(q)); bk(q) = bk(b�(q)); q 2 Q:Theorem 24.1. (1) The reachable set O of system (24:14) from a point q 2 Qis an immersed smooth connected submanifold of Q with dimension equal to 2or 5. Speci�cally : (k � bk)jO � 0 ) dimO = 2;(k � bk)jO 6� 0 ) dimO = 5:(2) There exists an injective correspondence between isometries i : M ! cMand 2-dimensional reachable sets O of system (24:14). In particular, if the mani-folds M and cM are isometric, then system (24:14) is not completely controllable.(3) Suppose that both manifolds M and cM are complete and simply con-nected. Then the correspondence between isometries i : M ! cM and 2-dimensional reachable sets O of system (24:14) is bijective. In particular, sys-tem (24:14) is completely controllable i� the manifolds M and cM are not iso-metric.Proof. (1) By the Orbit theorem, the reachable set of the symmetric sys-tem (24.14), i.e., the orbit of the distribution � through any point q 2 Q,is an immersed smooth connected submanifold of Q. Now we show that anyorbit O of � has dimension either 2 or 5.



24.4. CONTROLLABILITY 377Fix an orbit O and assume �rst that at some point q 2 O the manifoldsMand cM have di�erent Gaussian curvatures: k(q) 6= bk(q). In order to constructa frame on Q, compute iterated Lie brackets of the �elds X1, X2:X3 = [X1; X2] = c1X1 + c2X2 + (bk � k) @@ � ; (24.15)X4 = [X1; X3]= (X1c1)X1 + (X1c2)X2 + c2X3 + (X1(bk � k)) @@ � + (bk � k) �X1; @@ � � ;(24.16)X5 = [X2; X3]= (X2c1)X1 + (X2c2)X2 � c1X3 + (X2(bk � k)) @@ � + (bk � k) �X2; @@ � � ;(24.17)�X1; @@ �� = sin � be1 � cos � be2 + (� � � ) @@ � ; (24.18)�X2; @@ �� = cos � be1 + cos � be2 + (� � � ) @@ � : (24.19)In the computation of bracket (24:15) we used expression (24:6) of Gaussiancurvature through structure constants. It is easy to see thatLie(X1; X2)(q) = span (X1; X2; X3; X4; X5) (q) = span�e1; e2;be1; be2; @@ �� (q)= TqQ:System (24.14) has the full rank at the point q 2 O where k 6= bk, thus dimO = 5.On the other hand, if k(q) = bk(q) at all points q 2 O, then equality (24:15)implies that the distribution � is integrable, thus dimO = 2.(2) Let i : M ! cM be an isometry. Its graph� = n q 2 Q j q = i�x : TxM ! TbxcM; x 2M; bx = i(x) 2 cM ois a smooth 2-dimensional submanifold of Q. We prove that � is an orbit of �.Locally, choose an orthonormal frame e1, e2 in M and take the correspondingorthonormal frame be1 = i�e1, be2 = i�e2 in cM . Then �j� = 0. Since bc1 = c1,bc2 = c2, and k(q) = bk(q), restrictions of the �elds X1, X2 readX1j� = e1 + be1; X2j� = e2 + be2:Then it follows that the �elds X1, X2 are tangent to �. Lie bracket (24:15)yields [X1; X2]j� = c1X1 + c2X2;



378 CHAPTER 24. ROLLING BODIESthus � is an orbit of �. Distinct isometries i1 6= i2 have distinct graphs �1 6= �2,i.e., the correspondence between isometries and 2-dimensional orbits is injective.(3) Now assume that the manifolds M and cM are complete and simplyconnected. Let O be a 2-dimensional orbit of �. We construct an isometryi : M ! cM with the graph O.Notice �rst of all that for any Lipschitzian curve x(t) 2 M , t 2 [0; t1], andany point q0 2 Q, there exists a trajectory q(t) of system (24:14) such that�(q(t)) = x(t) and q(0) = q0. Indeed, a Lipschitzian curve x(t), t 2 [0; t1], isa trajectory of a nonautonomous ODE _x = u1(t)e1(x) + u2(t)e2(x) for someui 2 L1[0; t1]. Consider the lift of this equation to Q:_q = u1(t)X1(q) + u2(t)X2(q); q(0) = q0: (24.20)We have to show that the solution to this Cauchy problem is de�ned on thewhole segment [0; t1]. Denote by R the Riemannian length of the curve x(t) andby B(x0; 2R) �M the closed Riemannian ball of radius 2R centered at x0. Thecurve x(t) is contained in B(x0; 2R) and does not intersect with its boundary.Notice that the ball B(x0; 2R) is a closed and bounded subset of the completespace M , thus it is compact. The projection bx(t) 2 cM of the maximal solutionq(t) to Cauchy problem (24:20) has Riemannian length not greater than R,thus it is contained in the compact B(bx0; 2R) � cM , bx0 = b�(q0), and does notintersect with its boundary. Summing up, the maximal solution q(t) to (24:20)is contained in the compact K = B(x0; 2R)�B(bx0; 2R)�S1 and does not cometo its boundary. Thus the maximal solution q(t) is de�ned at the whole segment[0; t1].Now it easily follows that �(O) = M for the two-dimensional orbit O. In-deed, let q0 2 O, then x0 = �(q0) 2 �(O). Take any point x1 2 M andconnect it with x0 by a Lipschitzian curve x(t), t 2 [0; t1]. Let q(t) be the liftof x(t) to the orbit O with the initial condition q(0) = q0. Then q(t1) 2 O andx1 = �(q(t1)) 2 �(O). Thus �(O) =M . Similarly, b�(O) = cM .The projections � : O!M and b� : O! cM (24.21)are local di�eomorphisms since��(X1) = e1; b��(X1) = cos � be1 + sin � be2;��(X2) = e2; b��(X2) = � sin � be1 + cos � be2:Moreover, it follows that projections (24:21) are global di�eomorphisms.Indeed, let q 2 O. Any Lipschitzian curve x(�) on M starting from �(q) hasa unique lift to O starting from q and this lift continuously depends on x(�).Suppose that q0 2 O, q0 6= q, �(q0) = �(q), and q(�) is a path on O connecting qwith q0. Contracting the loop �(q(�)) and taking the lift of the contraction, wecome to a contradiction with the local invertibility of �jO. Hence �jO is globallyinvertible, thus it is a global di�eomorphism. The same is true for b�jO.



24.5. LENGTH MINIMIZATION PROBLEM 379Thus we can de�ne a di�eomorphismi = b� � (�jO)�1 : M ! cM:Since i�e1 = cos � be1 + sin � be2;i�e2 = � sin � be1 + cos � be2;the mapping i is an isometry.If the manifolds M and cM are not isometric, then all reachable sets ofsystem (24:14) are 5-dimensional, thus open subsets of Q. But Q is connected,thus it is a single reachable set.24.5 Length minimization problem24.5.1 Problem statementSuppose that k(x) 6= bk(bx) for any x 2M , bx 2 cM , i.e., k�bk 6= 0 on Q. Then, byitem (1) of Theorem 24.1, system (24:14) is completely controllable. Considerthe following optimization problem: given any two contact con�gurations of thesystem of rolling bodies, �nd an admissible motion of the system that steers the�rst con�guration into the second one and such that the path of the contactpoint in M (or, equivalently, in cM) was the shortest possible. This geometricproblem is stated as the following optimal control one:_q = u1X1 + u2X2; q 2 Q; u = (u1; u2) 2 R2; (24.22)q(0) = q0; q(t1) = q1; t1 �xed;l = Z t10 (u21 + u22)1=2 dt! min :Notice that projections of ODE (24:22) to M and cM read respectively as_x = u1e1 + u2e2; x 2M;and _bx = u1(cos � be1 + sin � be2) + u2(� sin � be1 + cos � be2); bx 2 cM;thus the sub-Riemannian length l of the curve q(t) is equal to the Riemannianlength of the both curves x(t) and bx(t).As usual, we replace the length l by the action:J = 12 Z t10 (u21 + u22) dt! min;and restrict ourselves to constant velocity curves:u21 + u22 � const 6= 0:



380 CHAPTER 24. ROLLING BODIES24.5.2 PMPAs we showed in the proof of Theorem 24.1, the vector �elds X1; : : : ; X5 form aframe on Q, see (24:15){(24:17). Denote the corresponding Hamiltonians linearon �bers in T �Q:gi(�) = h�;Xii; � 2 T �Q; i = 1; : : : ; 5:Then the Hamiltonian of PMP readsg�u(�) = u1g1(�) + u2g2(�) + �2 (u21 + u22);and the corresponding Hamiltonian system is_� = u1~g1(�) + u2~g2(�); � 2 T �Q: (24.23)24.5.3 Abnormal extremalsLet � = 0. The maximality condition of PMP implies thatg1(�t) = g2(�t) � 0 (24.24)along abnormal extremals. Di�erentiating these equalities by virtue of theHamiltonian system (24:23), we obtain one more identity:g3(�t) � 0: (24.25)The next di�erentiation by virtue of (24:23) yields an identity containing con-trols: u1(t)g4(�t) + u2(t)g5(�t) � 0: (24.26)It is natural to expect that conditions (24:23){(24:26) on abnormal extremalson Q should project to reasonable geometric conditions on M and cM . This isindeed the case, and now we derive ODEs for projections of abnormal extremalsto M and cM .According to the splitting of the tangent spacesTqQ = TxM � TbxcM � T�S1;the cotangent space split as well:T �q Q = T �xM � T �bxcM � T �� S1;� = � + b� + �d�; � 2 T �q Q; � 2 T �xM; b� 2 T �bxcM; �d� 2 T �� S1:Then g1(�) = h�;X1i = �� + b� + �d�; e1 + cos � be1 + sin � be2 + b1 @@ ��= h1(�) + cos � bh1(b�) + sin � bh2(b�) + �b1; (24.27)g2(�) = h�;X2i = �� + b� + �d�; e2 � sin � be1 + cos � be2 + b2 @@ ��= h2(�) � sin � bh1(b�) + cos � bh2(b�) + �b2; (24.28)



24.5. LENGTH MINIMIZATION PROBLEM 381where b1 = �c1 + bc1 cos � + bc2 sin �, b2 = �c2 � bc1 sin � + bc2 cos �,g3(�) = h�;X3i = ��+ b�+ �d�; c1X1 + c2X2 + (bk � k) @@ ��= c1g1(�) + c2g2(�) + �(bk � k): (24.29)Then identities (24:24) and (24:25) read as follows:� = 0;h1 + cos � bh1 + sin � bh2 = 0;h2 � sin � bh1 + cos � bh2 = 0:Under these conditions, taking into account equalities (24:16){(24:19), we have:g4(�) = �� + b�; (X1c1)X1 + (X2c2)X2 + c2X3+(X1(bk � k)) @@ � + (bk � k) �X1; @@ � ��= (bk � k)(sin � bh1 � cos � bh2) = (bk � k)h2;g5(�) = �� + b�; (X2c1)X1 + (X2c2)X2 � c1X3 +(X2(bk � k)) @@ � + (bk � k) �X2; @@ ���= (bk � k)(cos � bh1 + sin � bh2) = �(bk � k)h1:Then identity (24:26) yields u1h2 � u2h1 = 0:That is, up to reparametrizations of time, abnormal controls satisfy the identi-ties: u1 = h1(�); u2 = h2(�): (24.30)In order to write down projections of the Hamiltonian system (24:23) toT �M and T �cM , we decompose the Hamiltonian �elds ~g1, ~g2. In view of equal-ities (24:27), (24:28), we have~g1 = ~h1 + cos �~bh1 + sin �~bh2 + (� sin � bh1 + cos � bh2)~� + �~a1 + a1~�;~g2 = ~h2 � sin �~bh1 + cos �~bh2 + (� cos � bh1 � sin � bh2)~� + �~a2 + a2~�:It follows easily that ~� = � @@ � . Since � = 0 along abnormal extremals, projec-tion to T �M of system (24:23) with controls (24:30) reads_� = h1~h1 + h2~h2 = ~H; H = 12(h21 + h22):



382 CHAPTER 24. ROLLING BODIESConsequently, projections x(t) = �(q(t)) are Riemannian geodesics in M .Similarly, for projection to cM we obtain the equalitiesu1 = � cos � bh1 � sin � bh2; u2 = sin � bh1 � cos � bh2;thus _b� = �� cos � bh1 � sin � bh2��cos �~bh1 + sin �~bh2�+ �sin � bh1 � cos � bh2��� sin �~bh1 + cos �~bh2�= �bh1 ~bh1 � bh2 ~bh2 = �~bH; bH = 12 �bh21 + bh22� ;i.e., projections bx(t) = b�(q(t)) are geodesics in cM .We proved the following statement.Proposition 24.1. Projections of abnormal extremal curves x(t) = �(q(t)) andbx(t) = b�(q(t)) are Riemannian geodesics respectively in M and cM .Abnormal sub-Riemannian geodesics q(t) are optimal at segments [0; � ] atwhich at least one of Riemannian geodesics x(t), bx(t) is a length minimizer. Inparticular, short arcs of abnormal geodesics q(t) are optimal.24.5.4 Normal extremalsLet � = �1. The normal extremal controls are determined from the maximalitycondition of PMP: u1 = g1; u2 = g2;and normal extremals are trajectories of the Hamiltonian system_� = ~G(�); � 2 T �Q; (24.31)G = 12(g21 + g22):The maximized Hamiltonian G is smooth, thus short arcs of normal extremaltrajectories are optimal.Consider the case where one of the rolling surfaces is the plane: cM = R2.In this case the normal Hamiltonian system (24:31) can be written in a simpleform. Choose the following frame on Q:Y1 = X1; Y2 = X2; Y3 = @@ � ; Y4 = [Y1; Y3]; Y5 = [Y2; Y3];and introduce the corresponding linear on �bers Hamiltoniansmi(�) = h�; Yii; i = 1; : : : ; 5:



24.5. LENGTH MINIMIZATION PROBLEM 383Taking into account that bc1 = bc2 = bk = 0, we compute Lie brackets in thisframe: [Y1; Y2] = c1Y1 + c2Y2 � kY3;[Y1; Y4] = �c1Y5; [Y2; Y4] = �c2Y5;[Y1; Y5] = c1Y4; [Y2; Y5] = c2Y4:Then the normal Hamiltonian system (24:31) reads as follows:_m1 = �m2(c1m1 + c2m2 � km3);_m2 = m1(c1m1 + c2m2 � km3);_m3 = m1m4 +m2m5;_m4 = �(c1m1 + c2m2)m5;_m5 = (c1m1 + c2m2)m4;_q = m1X1 +m2X2:Notice that, in addition to the Hamiltonian G = 12(m21 +m22), this system hasone more integral: � = (m24+m25)1=2. Introduce coordinates on the level surfaceG = 12:m1 = cos ; m2 = sin ; m3 = m; m4 = � cos( + ); m5 = � sin( + ):Then the Hamiltonian system simpli�es even more:_ = c1 cos  + c2 sin  � km;_m = � cos ;_ = km;_q = cos  X1 + sin  X2:The case k = const, i.e., the sphere rolling on a plane, is completely inte-grable. This problem was studied in detail in book [12].
Figure 24.3: Sphere on a plane
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Appendix AIn this Appendix we prove several technical propositions from Chapter 2.A.1 Homomorphisms and operators in C1(M)Lemma A.1. On any smooth manifold M , there exists a function a 2 C1(M )such that for any N > 0 exists a compact K bM for whicha(q) > N 8 q 2M nK:Proof. Let ek, k 2 N, be a partition of unity on M : the functions ek 2 C1(M )have compact supports supp ek b M , which form a locally �nite covering ofM ,and P1k=1 ek � 1. Then the functionP1k=1 kek can be taken as a.Now we recall and prove Proposition 2.1.Proposition 2.1. Let ' : C1(M ) ! R be a nontrivial homomorphism ofalgebras. Then there exists a point q 2M such that ' = bq.Proof. For the homomorphism ' : C1(M )! R, the setKer' = ff 2 C1(M ) j 'f = 0gis a maximal ideal in C1(M ). Further, for any point q 2M , the set of functionsIq = ff 2 C1(M ) j f(q) = 0gis an ideal in C1(M ). To prove the proposition, we show thatKer' � Iq (A.1)for some q 2M . Then it follows that Ker' = Iq and ' = bq.By contradiction, suppose that Ker' 6� Iq for any q 2M . This means that8 q 2M 9 bq 2 Ker' s. t. bq(q) 6= 0:Changing if necessary the sign of bq , we obtain that8 q 2M 9 bq 2 Ker'; Oq �M s. t. bqjOq > 0: (A.2)385



386 APPENDIX A. APPENDIXFix a function a given by Lemma A.1. Denote '(a) = �, then '(a��) = 0,i.e., (a� �) 2 Ker':Moreover, 9 K bM s. t. a(q) � � > 0 8 q 2M nK:Take a �nite covering of the compact K by the neighborhoods Oq as in (A.2):K � n[i=1Oqi ;and let e0; e1; : : : ; en 2 C1(M ) be a partition of unity subordinated to thecovering of M : M nK;Oq1; : : : ; Oqn :Then we have a globally de�ned function on M :c = e0(a� �) + nXi=1 eibqi > 0:Since 1 = '�c � 1c� = '(c) � '�1c� ;then '(c) 6= 0:But c 2 Ker', a contradiction. Inclusion (A.1) is proved, and the propositionfollows.Now we formulate and prove the theorem on regularity properties of com-position of operators in C1(M ), in particular, for nonautonomous vector �eldsor ows on M .Proposition A.1. Let At and Bt be continuous w.r.t. t families of linear con-tinuous operators in C1(M ). Then the composition At �Bt is also continuousw.r.t. t. If in addition the families At and Bt are di�erentiable at t = t0, thenthe family At � Bt is also di�erentiable at t = t0, and its derivative is given bythe Leibniz rule:dd t����t0 (At �Bt) =  dd t ����t0 At! �Bt0 +At0 � dd t����t0 Bt! :Proof. To prove the continuity, we have to show that for any a 2 C1(M ), thefollowing expression tends to zero as "! 0:(At+" �Bt+" � At �Bt) a = At+" � (Bt+" �Bt) a + (At+" � At) �Bta:By continuity of the familyAt, the second term (At+" �At)�Bta! 0 as "! 0.Since the family Bt is continuous, the set of functions (Bt+" �Bt) a lies in any



A.2. REMAINDER TERM 387preassigned neighborhood of zero in C1(M ) for su�ciently small ". For any"0 > 0, the familyAt+", j"j < "0, is locally bounded, thus equicontinuous by theBanach-Steinhaus theorem. Consequently, At+" � (Bt+" �Bt) a ! 0 as " ! 0.Continuity of the family At �Bt follows.The di�erentiability and Leibniz rule follow similarly from the decomposition1" (At+" �Bt+" � At �Bt) a = At+" � 1" (Bt+" � Bt) a+ 1" (At+" �At) �Bta:A.2 Remainder term of the chronologicalexponentialHere we prove estimate (2:13) of the remainder term for the chronological ex-ponential.Lemma A.2. For any t1 > 0, complete nonautonomous vector �eld Vt, com-pactum K bM , and integer s � 0, there exist C > 0 and a compactum K0 bM ,K � K0, such thatkPtaks;K � C eC R t0 kV�ks;K0 d� kaks;K0; a 2 C1(M ); t 2 [0; t1]; (A.3)where Pt = �!exp Z t0 V� d�:Proof. Denote the compact setKt = [fP� (K) j � 2 [0; t]gand introduce the function�(t) = sup� kPtaks;Kkaks+1;Kt j a 2 C1(M ); kaks+1;Kt 6= 0�= sup fkPtaks;K j a 2 C1(M ); kaks+1;Kt = 1g : (A.4)Notice that the function �(t), t 2 [0; t1], is measurable since the supremumin the right-hand side of (A.4) may be taken over only an arbitrary countabledense subset of C1(M ). Moreover, in view of inequalities (2:3) andkaks;Pt(K) � kaks+1;Kt;the function �(t) is bounded on the segment [0; t1].As in the de�nition of the seminorms k � ks;K in Section 2.2, we �x a properembedding M � RN and vector �elds h1; : : : ; hN 2 VecM that span tangentspaces to M .



388 APPENDIX A. APPENDIXLet q0 2 K be a point at whichkPtaks;K = sup fjhil � � � � � hi1(Pta)(q) j q 2 K; 1 � i1; : : : ; il � N; 1 � l � sgattains its upper bound, and let pa = pa(x1; : : : ; xN ) be the polynomial of degree� s whose derivatives of order up to and including s at the point qt = Pt(q0)coincide with the corresponding derivatives of a at qt. ThenkPtaks;K = jhil � � � � � hi1(Ptpa)(q0)j � kPtpaks;K; (A.5)kpaks;qt � kaks;Kt:In the �nite-dimensional space of all real polynomials of degree � s, all normsare equivalent, so there exists a constant C > 0 which does not depend on thechoice of the polynomial p of degree � s such thatkpks;Ktkpks;qt � C: (A.6)Inequalities (A.5) and (A.6) give the estimatekPtaks;Kkaks;Kt � kPtpaks;Kkpaks;qt � C kPtpaks;Kkpaks;Kt = C kPtpaks;Kkpaks+1;Kt � C�(t): (A.7)Since Pta = a+ Z t0 P� � V�a d�;then kPtaks;K � kaks;K + Z t0 kP� � V�aks;K d�by inequality (A.7) and de�nition (2:2)� kaks;K +C kaks+1;Kt Z t0 �(� ) kV�ks;Kt d�:Dividing by kaks+1;Kt, we arrive atkPtaks;Kkaks+1;Kt � 1 +C Z t0 �(� ) kV�ks;Kt d�:Thus we obtain the inequality�(t) � 1 +C Z t0 �(� ) kV�ks;Kt d�;from which it follows by Gronwall's lemma that�(t) � eC R t0 kV�ks;Kt d� :Then estimate (A.7) implies thatkPtaks;K � C eC R t0 kV�ks;Kt d� kaks;Kt;and the required inequality (A.3) follows for any compactum K0 � Kt.



A.2. REMAINDER TERM 389Now we prove estimate (2:13).Proof. Decomposition (2:11) can be rewritten in the formPt = Sm(t) + Z � � �Z�m(t) P�m � V�m � � � � � V�1 d�m : : : d�1;where Sm(t) = Id+m�1Xk=1 Z � � �Z�k(t) V�k � � � � � V�1 d�k : : : d�1:Thenk(Pt � Sm(t))aks;K � Z � � �Z�m(t) kP�m � V�m � � � � � V�1aks;K d�m : : : d�1by Lemma A.2 � CeC R t0 kV�ks;K0 d� Z � � �Z�m(t) kV�m � � � � � V�1aks;K0 d�m : : : d�1:Now we estimate the last integral. By de�nition (2:2) of seminorms,Z � � �Z�m(t) kV�m � � � � � V�1aks;K0 d�m : : : d�1� Z � � �Z�m(t) kV�mks;K0kV�m�1ks+1;K0 � � � kV�1ks+m�1;K0 kaks+m;K0 d�m : : : d�1� kaks+m;K0Z � � �Z�m(t) kV�mks+m�1;K0kV�m�1ks+m�1;K0 � � � kV�1ks+m�1;K0 d�m : : : d�1= kaks+m;K0 1m! �Z t0 kV�ks+m�1;K0 d��m ;and estimate (2:13) follows:k(Pt � Sm(t)) aks;K � Cm!eC R t0 kV�ks;K0 d� �Z t0 kV�ks+m�1;K0 d��m kaks+m;K0 :
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