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SYMMETRIES OF FLAT RANK TWO DISTRIBUTIONS
AND SUB-RIEMANNIAN STRUCTURES

YURI L. SACHKOV

Abstract. Flat sub-Riemannian structures are local approximations — nilpo-
tentizations — of sub-Riemannian structures at regular points. Lie algebras of
symmetries of flat maximal growth distributions and sub-Riemannian struc-
tures of rank two are computed in dimensions 3, 4, and 5.

1. Sub-Riemannian structures

A sub-Riemannian geometry is a triple (M,∆, 〈·, ·〉), where M is a smooth man-
ifold, ∆ ⊂ TM is a smooth distribution on M , ∆ = {∆q ⊂ TqM | q ∈ M}, and
〈·, ·〉 is an inner product in ∆ that smoothly depends on a point in M , 〈·, ·〉 =
{〈·, ·〉q— an inner product in ∆q | q ∈M}. The pair (∆, 〈·, ·〉) is a sub-Riemannian
structure on M ; if dimM = n and dim ∆q = k, q ∈ M , then we say that (∆, 〈·, ·〉)
is a (k, n)-structure. The number k is called the rank of the distribution ∆ or the
structure (∆, 〈·, ·〉).

In this work, we are interested in the special class of distributions and sub-Rie-
mannian structures called flat. Let G be a connected simply connected nilpotent
Lie group. Suppose that its Lie algebra g is graded:

g = g1 ⊕ g2 ⊕ · · · ⊕ gs,

[gi, gj ] ⊂ gi+j , gr = {0} ∀r > s,

and generated as a Lie algebra by its component of degree 1:

Lie(g1) = g.

Then
∆ = g

1

can be considered as a completely nonintegrable (bracket-generating) left-invari-
ant distribution on the Lie group G. We call such a distribution ∆ flat. Further,
if ∆ is equipped with a left-invariant inner product 〈·, ·〉 obtained from an inner
product in g1, then (∆, 〈·, ·〉) is called a flat sub-Riemannian structure on G. Flat
sub-Riemannian structures arise as local approximations — nilpotentizations — of
arbitrary sub-Riemannian structures at regular points (see [2], [3] for details).
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For a distribution ∆ ⊂ TM its Lie flag is defined as follows:

∆ ⊂ ∆2 = ∆ + [∆,∆] ⊂ ∆3 = ∆2 + [∆,∆2] ⊂ · · · ⊂ TM
(here ∆ denotes also the C∞(M)-module of vector fields on M tangent to the
distribution ∆). Then the growth vector of ∆ at a point q ∈M is the vector

(n1, n2, n3, . . . ), ni = dim ∆i(q).

For a flat distribution ∆ ⊂ TG we may restrict ourselves to left-invariant vector
fields on the Lie group G:

∆i(q) = (g1 ⊕ · · · ⊕ gi)(q),

and the growth vector is constant and takes the form

(n1, n2, n3, . . . ), ni =
i∑

j=1

dim gj .

Two flat distributions (sub-Riemannian structures) are called isomorphic if there
exists an isomorphism of Lie algebras that maps the first distribution (respectively,
sub-Riemannian structure) onto the second one, in other words, if they are isomor-
phic as left-invariant objects on G.

The aim of this work is to study symmetries of flat distributions and sub-Rie-
mannian structures in dimensions (2, n), n = 3, 4, 5, for maximal growth vectors.
More precisely, we consider the following cases:

Dimension Growth vector

(2, 3) (2, 3)

(2, 4) (2, 3, 4)

(2, 5) (2, 3, 5)

Of course, the maximum growth condition is essential only for dimension (2, 5)
since for dimensions (2, 3) and (2, 4) the growth vectors are uniquely determined.

We are interested in the maximum growth case since it is generic: a generic
distribution has the maximum possible growth at a generic point. The case (2, 3,
5) is important for applications: sub-Riemannian structures with the growth vector
(2, 3, 5) appear in the following systems:

1) a pair of bodies rolling one on another without slipping or twisting [1], [10];
in particular, the sphere rolling on a plane, the plate-ball problem [8];

2) a car with 2 off-hooked trailers [9], [12].
In conclusion, we notice that the results of this work on symmetries of flat

distributions are not new. In particular, symmetries of the flat (2, 3, 5) distribution
were known to E. Cartan [6]. However, this result does not seem to be presented
in the modern terminology elsewhere.

The results on symmetries of flat sub-Riemannian structures are new.

2. Symmetries

In this work, the term “smooth” means C∞. Given a smooth vector field X ∈
Vec(M), we denote by etX its flow, by (etX)∗ the differential (push-forward) action
of the flow on vector fields, and by (etX)∗ the pull-back action of the flow on forms.
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A vector field X ∈ Vec(M) is called an (infinitesimal) symmetry:
1) of a distribution ∆ on M if its flow preserves ∆:

(etX)∗∆ = ∆, t ∈ R;

2) of a sub-Riemannian structure (∆, 〈·, ·〉) on M if its flow preserves both ∆
and 〈·, ·〉:

(etX)∗∆ = ∆, (etX)∗〈·, ·〉 = 〈·, ·〉, t ∈ R.
The Lie algebras of symmetries of a distribution ∆, or a sub-Riemannian struc-

ture (∆, 〈·, ·〉), will be denoted by Sym(∆), respectively Sym(∆, 〈·, ·〉).
Any left-invariant object on a Lie group G (e.g., a vector field, a distribution, or

a sub-Riemannian structure) is, by definition, preserved by left translations on G.
On the other hand, the flow of a right-invariant vector field X on G acts as a left
translation:

etX(g) = etX(Id)g, g ∈ G, t ∈ R,
where Id is the identity element of G. So any right-invariant vector field is an
infinitesimal symmetry of any left-invariant object. In particular, for any left-
invariant distribution ∆ and left-invariant sub-Riemannian structure (∆, 〈·, ·〉) we
have

(2.1) gr ⊂ Sym(∆, 〈·, ·〉) ⊂ Sym(∆).

Here gr is the Lie algebra of right-invariant vector fields on G, which is isomorphic
to the Lie algebra g of G.

Symmetries of distributions and sub-Riemannian structures can be computed
via the following statement.

Proposition 1. Let X ∈ Vec(M).
(1) X ∈ Sym(∆) iff adX(∆) ⊂ ∆, or, equivalently,

(2.2) adX ∈ gl(∆).

(2) X ∈ Sym(∆, 〈·, ·〉) iff

(2.3) adX ∈ so(∆, 〈·, ·〉).

Any right-invariant vector field X on a Lie group G commutes with any left-
invariant vector field; thus,

adX |∆ = 0

for a left-invariant distribution ∆ on G. This gives another proof of inclusion (2.1).

Remark 1. Inclusion (2.2) means that for any vector field ξ ∈ Vec(M) tangent to
the distribution ∆, the Lie bracket [X, ξ] is tangent to ∆ as well:

ξ ∈ ∆ ⇒ [X, ξ] ∈ ∆.

That is, there is defined a linear mapping

(2.4) adX : ∆→ ∆, adX : ξ 7→ [X, ξ].

In terms of a local basis, condition (2.2) reads as follows. For any point q0 ∈ M
and any local basis ξ1, . . . , ξk of the distribution ∆ in a neighborhood q0 ∈ O ⊂M :

∆q = span(ξ1(q), . . . , ξk(q)), q ∈ O,
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there exist smooth functions cij = cij(q) defined on O such that

(2.5) [X, ξi](q) =
k∑
j=1

cji(q)ξj(q), q ∈ O, i = 1, . . . , k.

Similarly, inclusion (2.3) means that the linear mapping (2.4) is skew-symmetric
with respect to the inner product 〈·, ·〉. In terms of a local basis: for any point
q0 ∈M and any local orthonormal basis of the sub-Riemannian structure (∆, 〈·, ·〉)
in a neighborhood O of q0,

∆q = span(ξ1(q), . . . , ξk(q)),
〈ξi(q), ξj(q)〉 = δij , q ∈ O, i, j = 1, . . . , k,

equality (2.5) is satisfied for some smooth functions cij = cij(q) defined on O such
that the matrix C = C(q) = (cij)ki,j=1 is skew-symmetric:

C∗ = −C, q ∈ O.
The preceding equality is equivalent to the following one:

〈[X, ξi], ξj〉+ 〈ξi, [X, ξj]〉 = 0, i, j = 1, . . . , k.

Now we prove Proposition 1.

Proof. Statement (1) is well known; see, e.g., Theorem 3.1 [4]. We prove state-
ment (2).

Let ξ1, . . . , ξk and η1, . . . , ηk be local orthonormal bases of the sub-Riemannian
structure (∆, 〈·, ·〉) near points q ∈M and qt = etX(q) respectively. Fix any pair of
indices i, j ∈ {1, . . . , k} and define a smooth function depending on a parameter t:

ϕt =
〈
(etX)∗ξi, (etX)∗ξj

〉
.

Necessity. Let X ∈ Sym(∆, 〈·, ·〉). Then

ϕt ≡ ϕ0 = δij ;

thus,

0 =
d

d t

∣∣∣∣
t=0

ϕt = 〈− adX(ξi), ξj〉+ 〈ξi,− adX(ξj)〉.

The equalities

〈adX(ξi), ξj〉+ 〈ξi, adX(ξj)〉 = 0, i, j = 1, . . . , k,

mean that the operator adX : ∆→ ∆ is skew-symmetric with respect to the inner
product 〈·, ·〉.

Sufficiency. Let adX ∈ so(∆, 〈·, ·〉). In particular, inclusion (2.2) is satisfied. By
item (1) of this proposition, the flow etX preserves the distribution ∆, i.e.,

(etX)∗ξi =
k∑

m=1

amiηm, i = 1, . . . , k,

for some smooth functions ami defined in a neighborhood of the point qt. Then

(2.6) ϕt =

〈
k∑

m=1

amiηm,

k∑
l=1

aljηl

〉
=

k∑
m,l=1

amialj 〈ηm, ηl〉︸ ︷︷ ︸
=δml

=
k∑
l=1

alialj .
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On the other hand,

dϕt
d t

= 〈− adX ◦ (etX)∗ξi, (etX)∗ξj〉+ 〈(etX)∗ξi,− adX ◦ (etX)∗ξj〉

= −
〈

adX

(
k∑

m=1

amiηm

)
,

k∑
l=1

aljηl

〉

−
〈

k∑
m=1

amiηm, adX

(
k∑
l=1

aljηl

)〉

= −
k∑

m,l=1

((Xami)alj + ami(Xalj)) 〈ηm, ηl〉︸ ︷︷ ︸
=δij

+ amialj (〈(adX)ηm, ηl〉+ 〈ηm, (adX)ηl〉)︸ ︷︷ ︸
=0


= −

k∑
l=1

(Xali)alj + ali(Xalj)

= −X
(

k∑
l=1

alialj

)
.

Here Xf denotes the Lie derivative (directional derivative) of the function f along
the vector field X :

Xf = df(X), f ∈ C∞(M), X ∈ Vec(M).

In view of equality (2.6), we obtain that the family of functions ϕt is a solution of
the ODE

(2.7)
dϕt
d t

= −Xϕt.

It is easy to see that this ODE has a unique solution: if ϕt satisfies (2.7), then

d

d t
ϕt(etXq) = −Xϕt(etXq) +Xϕt(etXq) = 0;

thus,

ϕt(etXq) ≡ ϕ0(q),

i.e.,

ϕt(q) = ϕ0(e−tXq).

But ϕ0 ≡ δij ; thus,

ϕt = 〈(etX)∗ξi, (etX)∗ξj〉 ≡ δij , i, j = 1, . . . , k,

i.e., the field X is an infinitesimal symmetry of the sub-Riemannian structure
(∆, 〈·, ·〉). �
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3. The Heisenberg case

3.1. The flat distribution and sub-Riemannian structure. Let g be the
three-dimensional Heisenberg algebra, i.e., the (unique) three-dimensional two-step
nilpotent Lie algebra:

(3.1) dim g = 3, dim[g, g] = 1, dim[g, [g, g]] = 0,

and let G be the three-dimensional Heisenberg group, i.e., the corresponding con-
nected simply connected Lie group. A flat rank two distribution ∆ on G is just any
rank two nonintegrable left-invariant distribution on G:

∆ ⊂ g, dim ∆ = 2, Lie(∆) = g.

To obtain a flat sub-Riemannian structure on G one has to add any left-invariant
inner product 〈·, ·〉 in ∆.

As was indicated in [13], up to isomorphism there exists exactly one flat dis-
tribution on the Heisenberg group, and the same is true for flat sub-Riemannian
structures. To show this, choose an orthonormal frame:

∆ = span(ξ1, ξ2),(3.2)
〈ξi, ξj〉 = δij , i, j = 1, 2.(3.3)

Since ∆ is nonintegrable,

(3.4) ξ3 := [ξ1, ξ2] /∈ ∆,

and g = span(ξ1, ξ2, ξ3). Then [g, g] = Rξ3, and by virtue of (3.1), Rξ3 is the center
of g:

(3.5) [ξ3, ξ1] = 0, [ξ3, ξ2] = 0.

Consequently, for any flat sub-Riemannian structure on G one can choose a basis
ξ1, ξ2, ξ3 in g with the multiplication rules (3.4), (3.5). Thus any flat sub-Rieman-
nian structures on the Heisenberg group are isomorphic one to another; the more
so this is true for flat distributions.

Any basis ξ1, ξ2, ξ3 in the Heisenberg algebra satisfying conditions (3.4) and
(3.5) defines a graduation:

g = g1 ⊕ g2, g1 = span(ξ1, ξ2), g2 = span(ξ3).

The multiplication rules (3.4), (3.5) in the Heisenberg algebra g are schematically
shown in Figure 1.

@
@@R

�
��	

s s
s

ξ1 ξ2

ξ3

Figure 1. The Heisenberg algebra
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The Heisenberg group can be represented by 3× 3 upper diagonal matrices:

G ∼=


 1 x z

0 1 y
0 0 1

 ∣∣∣∣ x, y, z ∈ R


with the usual matrix multiplication. This linear representation gives rise to another
model of the Heisenberg group:

G ∼= R3
x,y,z

via the mapping  1 x z
0 1 y
0 0 1

 7→
 x

y
z

 ∈ R3
x,y,z.

Multiplication in the Lie group R3
x,y,z is then given by x1

y1

z1

 ·
 x2

y2

z2

 =

 x1 + x2

y1 + y2

z1 + z2 + x1y2

 ,

and the vector fields

ξ1 =
∂

∂x
,

ξ2 =
∂

∂y
+ x

∂

∂z
,(3.6)

ξ3 =
∂

∂z

form a basis of the Lie algebra of left-invariant vector fields on R3
x,y,z.

Thus we have a model of the Heisenberg group as R3
x,y,z, and the vector fields ξ1,

ξ2 in (3.6) give a representation of the flat distribution and the flat sub-Riemannian
structure in this model since equalities (3.4) and (3.5) are verified.

Now we compute the Lie algebras of symmetries Sym(∆) and Sym(∆, 〈·, ·〉) with
the help of this model.

3.2. Symmetries of the distribution.

Theorem 1. The Lie algebra of symmetries of the flat distribution ∆ on the
Heisenberg group is parametrized by arbitrary smooth functions of three variables.

For the model in R3
x,y,z given by (3.2), (3.6),

Sym(∆) =
{
X = P

∂

∂x
+Q

∂

∂y
+R

∂

∂z

}
with

P = −fy − xfz ,
Q = fx,

R = xfx − f,
where f = f(x, y, z) is an arbitrary smooth function.

The function f is called the generating function of the symmetry X .
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Remark 2. It is well known that locally all contact structures in R3 (i.e., nonin-
tegrable rank two distributions in R3) are isomorphic. Thus Theorem 1 describes
symmetries of a germ of a contact structure in R3.

Proof. Take an arbitrary vector field in R3
x,y,z: X = P ∂

∂x + Q ∂
∂y + R ∂

∂z , where P ,
Q, and R are functions of x, y, z. We have

[ξ1, X ] = Px
∂

∂x
+Qx

∂

∂y
+Rx

∂

∂z
,(3.7)

[ξ2, X ] = EP
∂

∂x
+ EQ

∂

∂y
+ (ER − P )

∂

∂z
,(3.8)

where
EP = Py + xPz , EQ = Qy + xQz , ER = Ry + xRz .

We denote by Px the partial derivative ∂ P
∂ x , etc. Thus statement (1) of Proposition 1

reads as follows: Px
Qx
Rx

 = α

 1
0
0

+ β

 0
1
x

 ,

 EP
EQ
ER − P

 = γ

 1
0
0

+ δ

 0
1
x


for some real-valued functions α, β, γ, δ. This system of two vector equations is
compatible iff the following system of scalar equations holds:

Rx = xQx,(3.9)
P = ER − xEQ.(3.10)

We integrate the first equation by parts:

R =
∫
xQx dx = xQ−

∫
Qdx

and denote f =
∫
Qdx. Then

Q = fx,(3.11)
R = xQ− f = xfx − f,(3.12)
P = Ry + xRz − x(Qy + xQz) = −fy − xfz .(3.13)

Thus system (3.9), (3.10) implies system (3.11)–(3.13) for some function f =
f(x, y, z). Consequently, if X ∈ Sym(∆), then system (3.11)–(3.13) holds for some
f . Conversely, it is easy to verify that for an arbitrary function f the vector field
X = P ∂

∂x + Q ∂
∂y + R ∂

∂z determined by system (3.11)–(3.13) is a symmetry of the
distribution ∆.

The correspondence between symmetries X and their generating functions f is
one-to-one since f = xQ−R. �

3.3. Symmetries of the sub-Riemannian structure.

Theorem 2. Symmetries of the flat sub-Riemannian structure (∆, 〈·, ·〉) on the
Heisenberg group form the four-dimensional Diamond Lie algebra

Sym(∆, 〈·, ·〉) = span(X0, X1, X2, X3)

with the multiplication rules

(3.14) [X0, X1] = −X2, [X0, X2] = X1, [X1, X2] = X3.
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For the model in R3
x,y,z given by (3.2), (3.3), and (3.6), we have

X0 = −y ∂
∂x

+ x
∂

∂y
+

1
2

(x2 − y2)
∂

∂z
,(3.15)

X1 =
∂

∂x
+ y

∂

∂z
,(3.16)

X2 =
∂

∂y
,(3.17)

X3 = − ∂

∂z
.(3.18)

Remarks. (1) Multiplication rules (3.14) in the Lie algebra Sym(∆, 〈·, ·〉) are sche-
matically represented in Figure 2, which explains the title Diamond for this Lie
algebra.

(2) In terms of Theorem 1, the symmetries X0, . . . , X3 have the following gen-
erating functions respectively:

f0 =
x2 + y2

2
, f1 = −y, f2 = x, f3 = 1.

�
��	

@
@@R

@
@@R

�
��	

-�s s
s

sX1 X2

X0

X3

Figure 2. Sym(∆, 〈·, ·〉), the Heisenberg case

The symmetries X1, X2, X3 are just left translations on the Heisenberg group
G (compare with Fig. 1), while X0 is a rotation on G, i.e., a symmetry leaving the
identity of G fixed.

Proof. By virtue of the commutation relations (3.7), (3.8), statement (2) of Propo-
sition 1 takes the form Px

Qx
Rx

 = β

 0
1
x

 ,

 EP
EQ
ER − P

 = −β

 1
0
0


for some real-valued function β. This vector system implies the following one:

Rx = xQx,(3.19)
P = ER,(3.20)
Px = 0,(3.21)
EQ = 0,(3.22)
EP = −Qx.(3.23)
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As in Theorem 1, we take f = f(x, y, z) =
∫
Qdx. This gives, together with

equations (3.19) and (3.20) that

Q = fx,(3.24)
R = xQ− f = xfx − f,(3.25)
P = Ry + xRz = xfxy − fy + x2fxz − xfz.(3.26)

Equations (3.26), (3.21), (3.24), and (3.22) imply that

Px = xfxxy + xfxz + x2fxxz − fz = 0,
EQ = fxy + xfxz = 0.(3.27)

That is why

Px − x(EQ)x = −fz = 0;

thus,

f = f(x, y).

Then equation (3.27) gives fxy = 0, which means that

f = a(x) + b(y).

We obtain from (3.26) that P = −by; hence EP = Py + xPz = −byy. On the other
hand, equation (3.24) gives Q = ax. Now (3.23) takes the form −byy = −axx.
But the right-hand side of this equality depends on y, whereas the left-hand one
depends on x, which means that they both are constant. We denote this constant
by −c and obtain

b =
c

2
y2 + dy + e,

a =
c

2
x2 + gx

for some c, d, e, g ∈ R. Hence

f =
c

2
(x2 + y2) + dy + gx+ e

and

(3.28) X = (−cy − d)
∂

∂x
+ (cx + g)

∂

∂y
+
( c

2
(x2 − y2)− dy − e

) ∂

∂z
.

To summarize the above computations, if a vector field X is a symmetry of our
sub-Riemannian structure, then it has the form (3.28). The converse statement is
verified immediately. That is why

Sym(∆, 〈·, ·〉) ={
(−cy − d)

∂

∂x
+ (cx+ g)

∂

∂y
+
( c

2
(x2 − y2)− dy − e

) ∂

∂z
| c, d, e, g ∈ R

}
.
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Now we compute a basis of the 4-dimensional Lie algebra Sym(∆, 〈·, ·〉).

c = 1, d = e = g = 0 ⇒ X0 = −y ∂
∂x

+ x
∂

∂y
+

1
2

(x2 − y2)
∂

∂z
,

c = 0, d = −1, e = g = 0 ⇒ X1 =
∂

∂x
+ y

∂

∂z
,

c = d = e = 0, g = 1 ⇒ X2 =
∂

∂y
,

c = d = 0, e = 1, g = 0 ⇒ X3 = − ∂

∂z
.

Nonzero brackets between the basis vectors are exactly the commutation relations
of the Diamond Lie algebra, see (3.14). �

4. The Engel case

4.1. The Engel algebra and Engel group. Let g be the Engel algebra, i.e.,
the (unique) four-dimensional 3-step nilpotent Lie algebra, and let G be the Engel
group, i.e., the corresponding connected simply connected Lie group. There is a
basis ξ1, ξ2, ξ3, ξ4 in g with the only nonzero brackets

[ξ1, ξ2] = ξ3, [ξ2, ξ3] = ξ4.

In this basis, multiplication in the Engel algebra is schematically represented by
the diagram in Figure 3.

@
@@R

�
��	

?
@
@@R

s

s

s
s

ξ4

ξ1 ξ2

ξ3

Figure 3. The Engel algebra

The Engel algebra is graded:

g = g1 ⊕ g2 ⊕ g3,

where
g1 = span(ξ1, ξ2), g2 = span(ξ3), g3 = span(ξ4).

4.2. The flat distribution and sub-Riemannian structure. As was shown
in [7], all flat distributions on the Engel group are isomorphic. Now we prove
that, moreover, all flat sub-Riemannian structures on the Engel group are also
isomorphic.
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Let (∆, 〈·, ·〉) be a flat sub-Riemannian structure on the Engel group G corre-
sponding to a graduation of g:

g = g
1 ⊕ g

2 ⊕ g
3,

∆ = g1, dim g1 = 2,
g

2 = [g1, g1], dim g
2 = 1,

g3 = [g1, g2], dim g3 = 1

(certainly, these homogeneous components gi should not be the same as in the
previous subsection, but their number and dimensions are obviously the same).

Choose any nonzero vector
ξ3 ∈ g2.

The operator
ad ξ3 : g1 → g3

has one-dimensional image and thus one-dimensional kernel. We can choose an
orthonormal frame in g1 so that

g1 = span(ξ1, ξ2),
〈ξi, ξj〉 = δij , i, j = 1, 2,
ker(ad ξ3)|g1 = span(ξ1).(4.1)

Moreover,
[ξ1, ξ2] = kξ3, k ∈ R \ {0}.

Now we denote kξ3 as ξ3 and obtain

(4.2) [ξ1, ξ2] = ξ3.

Finally, the vector

(4.3) ξ4 = [ξ2, ξ3]

spans the homogeneous component g3. Equality (4.1) and the inclusion ξ4 ∈ g3

mean that all Lie brackets between the vector fields ξ1, ξ2, ξ3, and ξ4 are zero
except those given by (4.2) and (4.3). Consequently, any flat sub-Riemannian
structure (∆, 〈·, ·〉) on the Engel group possesses an orthonormal frame with the
multiplication rules (4.2) and (4.3). (In the sequel we call such a frame a standard
left-invariant frame on the Engel group.) This proves the uniqueness of flat sub-
Riemannian structures up to an isomorphism. The uniqueness of flat distributions
obviously follows.

That is why any particular flat distribution and sub-Riemannian structure can
be used to compute the Lie algebras of symmetries Sym(∆) and Sym(∆, 〈·, ·〉).

4.3. The model in R4. The four-dimensional space R4
x,y,z,u is the Engel group

with the multiplication rule
x1

y1

z1

u1

 ·


x2

y2

z2

u2

 =


x1 + x2

y1 + y2

z1 + z2 + x1y2

u1 + u2 + y1z2 + x1y1y2 + x1y
2
2/2

 .
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Then the vector fields

ξ1 =
∂

∂x
,(4.4)

ξ2 =
∂

∂y
+ x

∂

∂z
+ xy

∂

∂u
,(4.5)

ξ3 = [ξ1, ξ2] =
∂

∂z
+ y

∂

∂u
,

ξ4 = [ξ2, ξ3] =
∂

∂u

form a standard left-invariant frame on R4
x,y,z,u.

Thus we have the following model of the flat distribution ∆ and sub-Riemannian
structure (∆, 〈·, ·〉) on the Engel group in R4

x,y,z,u:

∆ = span(ξ1, ξ2),(4.6)
〈ξi, ξj〉 = δij , i, j = 1, 2.(4.7)

Now we compute the symmetries Sym(∆) and Sym(∆, 〈·, ·〉) in this model.

4.3.1. Symmetries of the distribution.

Theorem 3. The Lie algebra of symmetries of the flat distribution ∆ on the Engel
group is parametrized by functions of 4 variables constant along the canonical vector
field.

For the model in R4
x,y,z,u given by (4.4)–(4.6), we have

Sym(∆) =
{
X = S

∂

∂x
+ P

∂

∂y
+Q

∂

∂z
+R

∂

∂u

}
,

where

S = fyy + 2xfyz + 2xyfyu + xfu + x2fzz + 2x2yfzu + x2y2fuu,(4.8)
P = −fz − yfu,(4.9)
Q = fy,(4.10)
R = yfy − f,(4.11)

and
f = f(y, z, u)

is an arbitrary smooth function of the variables y, z, u.

Remark 3. It is known that locally all Engel structures in R4 (i.e., maximal growth
rank two distributions in R4) are isomorphic. Thus Theorem 3 describes symme-
tries of a germ of an Engel structure in R4. This question will be continued in
Subsection 4.4.

Proof. Take an arbitrary vector field X = S ∂
∂x +P ∂

∂y +Q ∂
∂z +R ∂

∂u ∈ Vec(R4). In
view of the equalities

[ξ1, X ] = Sx
∂

∂x
+ Px

∂

∂y
+Qx

∂

∂z
+Rx

∂

∂u
,

[ξ2, X ] = ES
∂

∂x
+ EP

∂

∂y
+ (EQ − S)

∂

∂z
+ (ER − yS − xP )

∂

∂u
,
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where

ES = ξ2S = Sy + xSz + xySu, EP = ξ2P = Py + xPz + xyPu,

EQ = ξ2Q = Qy + xQz + xyQu, ER = ξ2R = Ry + xRz + xyRu,

and by virtue of Proposition 1, a vector field X is a symmetry of the distribution
∆ iff 

Sx
Px
Qx
Rx

 = α


1
0
0
0

+ β


0
1
x
xy

 ,(4.12)


ES
EP
EQ − S
ER − yS − xP

 = γ


1
0
0
0

+ δ


0
1
x
xy

(4.13)

for some smooth real-valued functions α, β, γ, δ. These equations for α, β, γ, δ are
solvable iff the following equalities hold:

Qx = xPx,

Rx = xyPx,

EQ − S = EPx,

ER − yS − xP = EPxy,

which are equivalent to

Qx = xPx,(4.14)
Rx = yQx,(4.15)
S = EQ − xEP ,(4.16)
EQy = ER − xP.(4.17)

Equality (4.15) gives

yQx = Rx ⇔
∫
yQx dx =

∫
Rx dx⇔ yQ = R + f,

where
f = f(y, z, u)

is some smooth function of the variables y, z, u. Thus

(4.18) R = yQ− f.
Then equality (4.17) gives

(4.19) P =
1
x

(ER − yEQ) =
1
x

(Q− (fy + xfz + xyfu)).

Finally, equality (4.14) takes the form

Qx =
1
x

(Qxx−Q+ fy),

i.e.,

(4.20) Q = fy.

This gives, in view of (4.18),

(4.21) R = yfy − f.
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Now we obtain from (4.19)

(4.22) P = −fz − yfu,
and from (4.16)

(4.23) S = fyy + 2xfyz + 2xyfyu + xfu + x2fzz + 2x2yfzu + x2y2fuu.

The above computations show that if a vector field X = S ∂
∂x + P ∂

∂y + Q ∂
∂z +

R ∂
∂u is a symmetry of the distribution ∆, then its components S, P,Q,R satisfy

equalities (4.23), (4.22), (4.20), (4.21) for some function f = f(y, z, u).
Direct computation shows that given an arbitrary smooth function f = f(y, z, u),

any vector field X = S ∂
∂x + P ∂

∂y + Q ∂
∂z + R ∂

∂u with the components S, P,Q,R
determined from equalities (4.23), (4.22), (4.20), (4.21) belongs to Sym(∆).

The correspondence between symmetries X and generating functions f is one-
to-one since f = yQ−R. �

4.3.2. Symmetries of the sub-Riemannian structure.

Theorem 4. The Lie algebra of symmetries of the flat sub-Riemannian structure
(∆, 〈·, ·〉) on the Engel group is the Engel algebra.

For the model in R4
x,y,z,u defined by (4.4)–(4.7) we have

Sym(∆, 〈·, ·〉) = span(X1, X2, X3, X4),

where

X1 =
∂

∂x
+ y

∂

∂z
+

1
2
y2 ∂

∂u
,

X2 =
∂

∂y
+ z

∂

∂u
,

X3 = − ∂

∂z
,

X4 =
∂

∂u
.

Remark 4. Nonzero Lie brackets in the Lie algebra Sym(∆, 〈·, ·〉) are described by
the scheme in Figure 4; compare with the scheme for the Engel algebra in Figure
3.

@
@@R

�
��	

?
@
@@R

s

s

s
s

X4

X1 X2

X3

Figure 4. Sym(∆, 〈·, ·〉), the Engel case
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Proof. If a vector field X = S ∂
∂x + P ∂

∂y + Q ∂
∂z + R ∂

∂u ∈ Vec(R4) is a symmetry
of the sub-Riemannian structure (∆, 〈·, ·〉), then equalities (4.12) and (4.13) should
hold with

α = δ = 0, β = −γ.
That is why S, P,Q,R satisfy both the old equations (4.14)–(4.17), which mean
that X is a symmetry of the distribution ∆, and the following additional equations,
which mean that X preserves the inner product 〈·, ·〉 as well:

Sx = 0,(4.24)
ES = −Px,(4.25)
EP = 0.(4.26)

That is why, by Theorem 3, for the components S, P,Q,R, equations (4.8)–(4.11)
hold.

Equations (4.8) and (4.24) give

Sx = 2fyz + 2yfyu + fu + 2xfzz + 4xyfzu + 2xy2fuu = 0.

But f does not depend on x; thus we decompose the previous equality in powers
of x:

2fyz + fu + 2yfyu = 0,(4.27)

2fzz + 4yfzu + 2y2fuu = 0.(4.28)

Analogously, equalities (4.10) and (4.26) lead to

fzy + fu + yfyu + xfzz + 2xyfzu + xy2fuu = 0,

which decomposes into powers of x:

fzy + fu + yfyu = 0,(4.29)

fzz + 2yfzu + y2fuu = 0.(4.30)

We subtract equation (4.27) from the doubled equation (4.29) and obtain

fu = 0,

which means
f = f(y, z).

Now equations (4.29) and (4.30) read

fyz = 0,(4.31)
fzz = 0.(4.32)

Then condition (4.31) is equivalent to

f = a(y) + b(z),

and equality (4.32) gives

b(z) = bz + c, b, c ∈ R.
Consequently,

(4.33) f = a(y) + bz + c.

Finally, we obtain from (4.8) and (4.33) that

S = a′′(y),
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and from (4.9) that
P = −b.

Then the last yet unused additional equation (4.25) yields

a′′′(y) = 0;

thus,
a(y) = ay2 + dy + const, a, d ∈ R.

That is why
f = ay2 + dy + bz + c, a, b, c, d ∈ R.

Now we recover the components S, P,Q,R from (4.8)–(4.11) and obtain that any
vector field X ∈ Sym(∆, 〈·, ·〉) must have the form

(4.34) X = 2a
∂

∂x
− b ∂

∂y
+ (2ay + d)

∂

∂z
+ (ay2 − bz − c) ∂

∂u
, a, b, c, d ∈ R.

Direct computation verifies that for any a, b, c, d ∈ R the vector field X given
by (4.34) is a symmetry of the sub-Riemannian structure (∆, 〈·, ·〉). So the Lie
algebra Sym(∆, 〈·, ·〉) is 4-dimensional. We compute its basis:

a =
1
2
, b = c = d = 0 ⇒ X1 =

∂

∂x
+ y

∂

∂z
+

1
2
y2 ∂

∂u
,

a = 0, b = −1, c = d = 0 ⇒ X2 =
∂

∂y
+ z

∂

∂u
,

a = b = c = 0, d = −1 ⇒ X3 = − ∂

∂z
,

a = b = 0, c = −1, d = 0 ⇒ X4 =
∂

∂u
.

Nonzero brackets between the basis vectors are:

[X1, X2] = X3, [X2, X3] = X4.

Consequently, Sym(∆, 〈·, ·〉) = span(X1, X2, X3, X4) is the Engel algebra. �

4.4. Engel structure and a transverse contact structure. An Engel structure
on a four-dimensional manifold M4 (see e.g. [7]) is a rank two maximal growth
distribution ∆ onM4, i.e., a rank two distribution ∆ with the growth vector (2, 3, 4).

One of the vector fields admissible for an Engel distribution ∆, namely ξ1, sat-
isfies the property

(ad ξ1)∆2 ⊂ ∆2.

This property determines the vector field ξ1 uniquely up to a nonvanishing factor.
Such a vector field is called a canonical vector field of the distribution ∆.

Given an Engel distribution ∆ on a four-dimensional manifold M4, its canonical
vector field ξ1, and a three-dimensional submanifold N3 ⊂ M4 transversal to ξ1,
the distribution

D = ∆2 ∩ TN3

defines a contact structure on N3 (see [7]) called a transverse contact structure.
Locally, all Engel structures are isomorphic (see [5], [7]); in particular, a germ of

any Engel structure can be represented by the model

∆ = span(ξ1, ξ2), ξ1, ξ2 ∈ Vec(R4
x,y,z,u)
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considered in Subsection 4.3. This implies that the Lie algebras of symmetries of
the flat Engel distribution computed in Theorem 3 are Lie algebras of symmetries
of a germ of an arbitrary Engel distribution.

On the other hand, all contact structures are also locally isomorphic (the Dar-
boux theorem). In particular, any contact structure on a three-dimensional mani-
fold is locally isomorphic to the flat rank two distribution on the Heisenberg group
(see Subsection 3.1), and the Lie algebra of symmetries computed in Theorem 1
is, in fact, the Lie algebra of symmetries of a germ of a contact structure on a
three-dimensional manifold.

That is why, comparing Theorems 1 and 3, we arrive at the following proposition.

Theorem 5. Let ∆ be a germ of an Engel distribution on a four-dimensional
manifold M4 with a canonical vector field ξ1, and let D be a germ of a transverse
contact structure on a three-dimensional submanifold N3 ⊂ M4 transversal to ξ1.
Then there is a one-to-one correspondence between:

1) symmetries of ∆;
2) symmetries of D;
3) functions f : M4 → R constant along the canonical vector field ξ1.

5. The Cartan case

Rank two distributions in the five-dimensional space were studied by E. Car-
tan [6], and this gave the title of the case we consider in this section.

5.1. The Lie algebra and Lie group. Let g be the five-dimensional nilpotent
three-step Lie algebra with multiplication rules in some basis

g = span(ξ1, ξ2, ξ3, ξ4, ξ5)

as follows:
[ξ1, ξ2] = ξ3, [ξ1, ξ3] = ξ4, [ξ2, ξ3] = ξ5

(all the remaining brackets are equal to zero). We call such a frame ξ1, . . . , ξ5 a
standard left-invariant frame on g. Multiplication rules in a standard frame of g

are represented by the scheme in Figure 5.

@
@@R

?

�
��	

?
�
��	

@
@@Rs

s

s

s
s

ξ4 ξ5

ξ1 ξ2

ξ3

Figure 5. Lie algebra g, the Cartan case

The Lie algebra g is graded:

g = g
1 ⊕ g

2 ⊕ g
3,
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where
g

1 = span(ξ1, ξ2), g
2 = span(ξ3), g

3 = span(ξ4, ξ5).

Denote by G the simply connected Lie group corresponding to g.

5.2. The flat distribution and sub-Riemannian structure. We assert that
any flat distribution or sub-Riemannian structure on the Lie group G is isomorphic
to the following one defined via a standard frame in g:

(5.1) ∆ = span(ξ1, ξ2), 〈ξi, ξj〉 = δij , i, j = 1, 2.

As before, we prove the isomorphism for sub-Riemannian structures, and the
isomorphism for distributions will follow. Take an arbitrary flat sub-Riemannian
structure (∆, 〈·, ·〉) on the Lie group G corresponding to a graduation of g:

g = g1 ⊕ g2 ⊕ g3,

∆ = g1, dim g1 = 2,
g2 = [g1, g1], dim g2 = 1,
g3 = [g1, g2], dim g3 = 2

(as in the Engel case, these homogeneous components gi should not be the same
as in the previous subsection, but their number and dimensions are obviously the
same).

Choose any orthonormal basis as in (5.1). Then the vector

ξ3 = [ξ1, ξ2]

spans g2, and the vectors

ξ4 = [ξ1, ξ3], ξ5 = [ξ2, ξ3]

span the homogeneous component g3. Thus the orthonormal frame ξ1, ξ2 of the
sub-Riemannian structure (∆, 〈·, ·〉) generates a standard frame in g. This proves
the uniqueness of flat sub-Riemannian structures on the Lie group G up to an
isomorphism; the flat distributions are isomorphic so much the more.

5.3. The Cartan model. In this subsection we describe the local model of the
flat distribution on the Lie group G due to E. Cartan (this construction was kindly
communicated to us by A. A. Agrachev).

Let g = g2 be the (unique) noncompact real form of the complex simple 14-
dimensional Lie algebra gC2 , and let G be the corresponding connected simply con-
nected Lie group. We consider g as the Lie algebra of left-invariant vector fields on
G and choose a basis

g = span(Z1, . . . , Z14)

so that Z13 and Z14 span a (two-dimensional) Cartan subalgebra of g and Z1, . . . ,
Z12 correspond to root vectors; see Figure 6. (Compare with the description of the
linear representation of g2 in the Appendix and Figure 8.)

The vector fields Z1, Z2 generate the left-invariant 2-distribution

D = span(Z1, Z2)

on G and the 5-dimensional nilpotent Lie algebra

n = Lie(Z1, Z2) = span(Z1, . . . , Z5),
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Figure 6. Root vectors of g, the Cartan case

which is obvious from the scheme of root vectors in Figure 6. The same figure
shows that the vector subspace of g transversal to n, namely

h = span(Z6, . . . , Z14),

is in fact a subalgebra having the property

(5.2) ad h(D) ⊂ D + h.

That is, the subalgebra h preserves the distribution D modulo h itself; consequently,
we can factorize by h.

Let H be the local connected subgroup of G corresponding to the Lie subalgebra
h, and

M = G/H = { xH | x ∈ G }
the left coset space, a smooth 5-dimensional manifold. Take the corresponding
projection and its differential

π : G→ G/H = M, π : x 7→ xH, π∗ : h→ g/h

and define
∆ = π∗(D).

By virtue of (5.2), ∆ is a correctly defined 2-distribution on M .
We choose a vector field basis in ∆ as follows. Let N be the local subgroup of

G corresponding to the nilpotent subalgebra n. Since

n ∩ h = {0},
then the restriction

π|N : N →M

is a diffeomorphism. Denote the inverse diffeomorphism by

τ : M → N, τ = (π|N )−1

and define the vector fields on M by

ξi(q) = π∗Zi(x), x = τ(q), i = 1, 2.



SYMMETRIES OF FLAT RANK TWO DISTRIBUTIONS 477

First,
∆q = span(ξ1(q), ξ2(q)), q ∈M.

Second, the vector fields ξi, i = 1, 2, are π-related to the vector fields Zi, i = 1, 2,
respectively. Consequently,

Lie(ξ1, ξ2) ∼= Lie(Z1, Z2) = n.

To summarize, ∆ ⊂ TM is a 2-distribution on the 5-dimensional manifold M ,
and admissible vector fields of D form the 5-dimensional nilpotent Lie algebra n.
That is why the distribution ∆ is a (local) model for a flat (2,5)-distribution. We
call it the Cartan model.

Now we compute some symmetries of the distribution ∆ with the help of the
Cartan model.

The left-invariant distribution D is preserved by all left translations on the Lie
groupG. The flow of a right-invariant vector field onG is realized by left translations
on G; that is why all right-invariant vector fields on G are infinitesimal symmetries
of D:

gr ⊂ Sym(D)

(we denote by gr the Lie algebra of right-invariant vector fields on G).
Now we project these symmetries to M . The action of the group G by left

translations is naturally projected from G to its homogeneous space M = G/H ;
hence, right-invariant vector fields on G are correctly projected to the vector fields

π∗(gr) ⊂ Vec(M).

The left translations of G on M preserve the distribution ∆; thus,

π∗(gr) ⊂ Sym(∆).

In order to show that the projection π∗ does not send any symmetry from gr to
zero, suppose the contrary:

∃ v ∈ gr : v(x) ∈ kerπ∗|x ∀x ∈ G.
We apply this inclusion at the identity e ∈ G and see that

v ∈ hr

(we denote by hr the Lie algebra of all right-invariant vector fields on G that are
tangent at the identity e to the subgroup H). On the other hand,

kerπ∗|x = h(x)

(in the right-hand side stands the vector space obtained by the values of the left-
invariant vector fields from h at the point x ∈ G). Consequently,

v ∈ hr ∩ h.

But
hr ∩ h = {0}

since the Lie algebra g is simple. This means that v = 0. Thus,

dimπ∗(gr) = 14

and

(5.3) π∗(gr) ∼= gr
∼= g ⊂ Sym(∆).
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That is, the Cartan model yields that locally a flat (2,5)-distribution has a 14-
dimensional algebra of symmetries isomorphic to the Lie algebra g2. In Subsubsec-
tion 5.4.1 we show that inclusion (5.3) is in fact equality.

5.4. The model in R5. The five-dimensional space R5
x,y,z,u,v endowed with the

multiplication rule
x1

y1

z1

u1

v1

 ·


x2

y2

z2

u2

v2

 =


x1 + x2

y1 + y2

z1 + z2 + x1y2

u1 + u2 + z1y2 + x1y
2
2/2

v1 + v2 + 2x1z2 + x2
1y2


becomes the five-dimensional nilpotent Lie group G described in Subsection 5.1
with the standard left-invariant frame

ξ1 =
∂

∂x
,(5.4)

ξ2 =
∂

∂y
+ x

∂

∂z
+ z

∂

∂u
+ x2 ∂

∂v
,(5.5)

ξ3 = [ξ1, ξ2] =
∂

∂z
+ 2x

∂

∂v
,

ξ4 = [ξ1, ξ3] = 2
∂

∂v
,

ξ5 = [ξ2, ξ3] = − ∂

∂u
.

Thus we can use the corresponding model of the flat distribution and sub-Rieman-
nian structure on the group G:

∆ = span(ξ1, ξ2),(5.6)
〈ξi, ξj〉 = δij , i, j = 1, 2.(5.7)

Now we compute the symmetries Sym(∆) and Sym(∆, 〈·, ·〉) with the help of this
model.

5.4.1. Symmetries of the distribution.

Theorem 6. The Lie algebra of symmetries of the flat distribution ∆ on the five-
dimensional nilpotent Lie group G described in Subsection 5.1 is the 14-dimensional
Lie algebra g2, that is, the (unique) noncompact real form of the complex exceptional
simple Lie algebra gC2 .

For the model of ∆ in R5 defined by (5.4)–(5.6), we have

Sym(∆) = span(Y1, . . . , Y14),
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where

Y1 =
1
36

(
2
∂

∂x
+ 2y

∂

∂z
+ y2 ∂

∂u
+ 4z

∂

∂v

)
,

Y2 = −3
∂

∂y
,

Y3 =
1
12

(
∂

∂z
+ y

∂

∂u

)
,

Y4 = − 1
324

∂

∂v
,

Y5 =
1
12

∂

∂u
,

Y6 =
1
3

(
(6x2y2 − 12xyz + 24z2 − 18yv)

∂

∂x
+ (6xy3 − 24zy2 + 36yu)

∂

∂y

+(3x2y3 − 12yz2 − 9y2v + 36zu)
∂

∂z

+(6xy3z − 12y2z2 − 3y3v + 36u2)
∂

∂u

+ (2x3y3 − 36yzv + 16z3 + 36uv)
∂

∂v

)
,

Y7 = 3
(

(−4x2y + 4xz + 6v)
∂

∂x
+ (−6xy2 + 16yz − 12u)

∂

∂y

+(−3x2y2 + 4z2 + 6vy)
∂

∂z
+ (−6xy2z + 8yz2 + 3y2v)

∂

∂u

+ (−2x3y2 + 12zv)
∂

∂v

)
,

Y8 = 36
(

(6x2z − 9xv)
∂

∂x
+ (18xu− 12z2)

∂

∂y
+ (9x2u− 9zv)

∂

∂z

+(18xzu− 8z3 − 9uv)
∂

∂u
+ (6x3u− 9v2)

∂

∂v

)
,

Y9 = 9
(

2x2 ∂

∂x
+ (6xy − 8z)

∂

∂y
+ (3x2y − 3v)

∂

∂z

+(6xyz − 4z2 − 3yv)
∂

∂u
+ 2x3y

∂

∂v

)
,

Y10 =
1
3

(
(xy − 4z)

∂

∂x
− y2 ∂

∂y
− (zy + 3u)

∂

∂z
− 3yu

∂

∂u
− 4z2 ∂

∂v

)
,

Y11 = −9
(

6x
∂

∂y
+ 3x2 ∂

∂z
+ (6xz − 3v)

∂

∂u
+ 2x3 ∂

∂v

)
,

Y12 =
1

324

(
6y

∂

∂x
+ 3y2 ∂

∂z
+ y3 ∂

∂u
+ (12yz − 12u)

∂

∂v

)
,

Y13 = −x ∂
∂x
− z ∂

∂z
− u ∂

∂u
− 2v

∂

∂v
,

Y14 = −x ∂
∂x

+ y
∂

∂y
+ u

∂

∂u
− v ∂

∂v
.
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Corollary 1. The vector fields Y1, . . . , Y14 ∈ Vec(R5) given in Theorem 6 provide
a faithful representation of the Lie algebra g2.

The proof of this theorem reduces to the following two independent lemmas.

Lemma 5.1. Sym(∆) = span(Y1, . . . , Y14).

Lemma 5.2. span(Y1, . . . , Y14) ∼= g2.

Proof of Lemma 5.1. We take an arbitrary smooth vector field

Y = P
∂

∂x
+Q

∂

∂y
+R

∂

∂z
+ S

∂

∂u
+ T

∂

∂v
∈ Vec(R5),

and compute the brackets

[ξ1, Y ] = Px
∂

∂x
+Qx

∂

∂y
+Rx

∂

∂z
+ Sx

∂

∂u
+ Tx

∂

∂v
,

[ξ2, Y ] = EP
∂

∂x
+ EQ

∂

∂y
+ (ER − P )

∂

∂z
+ (ES −R)

∂

∂u
+ (ET − 2xP )

∂

∂v
,

where

EP = ξ2P = Py + xPz + zPu + x2Pv,(5.8)

EQ = ξ2Q = Qy + xQz + zQu + x2Qv,(5.9)

ER = ξ2R = Ry + xRz + zRu + x2Rv,

ES = ξ2S = Sy + xSz + zSu + x2Sv,

ET = ξ2T = Ty + xTz + zTu + x2Tv.

By Proposition 1, a vector field Y is a symmetry of the distribution ∆ iff
(5.10)

Px
Qx
Rx
Sx
Tx

 = α


1
0
0
0
0

+ β


0
1
x
z
x2

 ,


EP
EQ
ER − P
ES −R
ET − 2xP

 = γ


1
0
0
0
0

+ δ


0
1
x
z
x2


for some smooth real-valued functions α, β, γ, δ.

These vector equations are solvable in α, β, γ, δ ∈ R iff the following equalities
hold:

Rx = xQx,(5.11)
Sx = zQx,(5.12)
Tx = x2Qx,(5.13)
P = ER − xEQ,(5.14)
R = ES − zEQ,(5.15)

x2EQ − 2xER + ET = 0.(5.16)

Equality (5.12) is obviously equivalent to

(5.17) S = zQ+ ϕ

for some smooth function
ϕ = ϕ(y, z, u, v).
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Now we can compute R in terms of Q and ϕ:

ES = ξ2S = ξ2(zQ+ ϕ) = zξ2Q+ xQ + ξ2ϕ

= zEQ + xQ+ ϕy + xϕz + zϕu + x2ϕv;

hence by (5.15),

(5.18) R = ES − zEQ = xQ+ ϕy + xϕz + zϕu + x2ϕv.

We differentiate the previous equality with respect to x:

Rx = xQx +Q + ϕz + 2xϕv,

and in view of (5.11) obtain

(5.19) Q = −ϕz − 2xϕv.

Then (5.17) is rewritten in the form

(5.20) S = zQ+ ϕ = ϕ− zϕz − 2xzϕv

and (5.13) as

Tx = x2Qx = −2x2ϕv.

We integrate the previous equation with respect to x:

(5.21) T = −2
3
x3ϕv + ψ, ψ = ψ(y, z, u, v).

Taking into account equalities (5.19), (5.18), (5.20), and (5.21), we see that condi-
tions (5.11)–(5.16) are equivalent to the following ones:

P = ER − xEQ,(5.22)
Q = −ϕz − 2xϕv,(5.23)
R = ϕy + zϕu − x2ϕv,(5.24)
S = ϕ− zϕz − 2xzϕv,(5.25)

T = −2
3
x3ϕv + ψ,(5.26)

x2EQ − 2xER + ET = 0.(5.27)

Thus all components of our vector field P,Q,R, S, T are uniquely determined by
two functions ϕ = ϕ(y, z, u, v) and ψ = ψ(y, z, u, v) that satisfy equation (5.27).
Now we substitute the expressions of P,Q,R, S, T in terms of ϕ, ψ into this equation
and find independent parameters that determine ϕ, ψ.

In terms of ϕ, ψ, equality (5.27) takes the form

x5

(
−2

3
ϕvv

)
+ x4

(
−5

3
ϕzv

)
+ x3

(
−8

3
ϕyv − ϕzz −

8
3
zϕuv

)
+ x2(−3ϕyz − 3zϕzu − 2ϕu + ψv)

+ x(−2ϕyy − 4zϕyu − 2z2ϕuu + ψz) + (ψy + zψu) = 0.
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Recall that ϕ does not depend on x; that is why

ϕvv = 0,(5.28)
ϕzv = 0,(5.29)

ϕyv +
3
8
ϕzz + zϕuv = 0,(5.30)

3ϕyz + 3zϕzu + 2ϕu − ψv = 0,(5.31)

2ϕyy + 4zϕyu + 2z2ϕuu − ψz = 0,(5.32)
ψy + zψu = 0.(5.33)

Equations (5.28), (5.29) mean that ϕv does not depend on v, z:

ϕv = α(y, u);

thus,

(5.34) ϕ = vα(y, u) + β(y, z, u)

for some functions α(y, u) and β(y, z, u). In view of the previous equality, condi-
tions (5.30)–(5.33) take the form

αy +
3
8
βzz + zαu = 0,(5.35)

3βyz + 3zβzu + 2vαu + 2βu − ψv = 0,(5.36)

2vαyy + 2βyy + 4zvαyu + 4zβyu + 2z2vαuu + 2z2βuu − ψz = 0,(5.37)
ψy + zψu = 0.(5.38)

Differentiation of equation (5.35) with respect to z gives

3
8
βzzz = −αu.

Then we integrate the previous equality three times with respect to z and obtain

(5.39) β = −4
9
z3αu +

1
2
z2γ + zδ + σ

for some functions

γ = γ(y, u), δ = δ(y, u), σ = σ(y, u).

We substitute expression (5.39) into (5.35) and obtain

γ = −8
3
αy;

thus,

(5.40) β = −4
9
z3αu −

4
3
z2αy + zδ + σ,

and this equality is equivalent to (5.35).
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Substitution of the expression for β from (5.40) to equalities (5.36) and (5.37)
leads, after some transformations, to

ψv = z3

(
−44

9
αuu

)
+ z2

(
−44

3
αyu

)
+ z(−8αyy + 5δu)

+ (3δy + 2vαu + 2σu),(5.41)

ψz = z5

(
−8

9
αuuu

)
+ z4

(
−40

9
αyuu

)
+ z3

(
−56

9
αyyu + 2δuu

)
+ z2

(
−8

3
αyyy + 4δyu + 2vαuu + 2σuu

)
+ z(2δyy + 4vαyu + 4σyu) + (2vαyy + 2σyy).(5.42)

We differentiate:

ψvz = −44
3
z2αuu + 2z

(
−44

3
αyu

)
+ (−8αyy + 5δu),

ψzv = 2z2αuu + 4zαyu + 2αyy,

equate these mixed derivatives and the terms near equal powers of z in them, and
obtain

αuu = 0,(5.43)
αyu = 0,(5.44)

αyy =
1
2
δu.(5.45)

Equations (5.43) and (5.44) mean that

αu = c, c ∈ R;

thus,

(5.46) α = cu+ π(y).

Condition (5.45) then reads

πyy =
1
2
δu;

that is why

(5.47) δ = 2uπyy + λ(y).

In view of (5.46) and (5.47), equalities (5.41) and (5.42) are rewritten as

ψv = z(2πyy) + 6uπyyy + 3λy + 2cv + 2σu,(5.48)

ψz = z2

(
16
3
π(3)
y + 2σuu

)
+ z(4uπ(4)

y + 2λyy + 4σyu)

+ (2vπyy + 2σyy),(5.49)

the first of which after integration with respect to v gives

(5.50) ψ = cv2 + v(2zπyy + 6uπyyy + 3λy + 2σu) + τ(y, z, u).

We differentiate the previous equality with respect to z and obtain

ψz = 2vπyy + τz ,
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then compare with (5.49) and get

τz = z2

(
16
3
π(3)
y + 2σuu

)
+ z(4uπ(4)

y + 2λyy + 4σyu) + 2σyy.

Integrating with respect to z leads to

τ = z3

(
16
9
π(3)
y +

2
3
σuu

)
+ z2(2uπ(4)

y + λyy + 2σyu) + 2σyyz + ε(y, u).

We substitute this into (5.50) and obtain

ψ = cv2 + v(2zπ(2)
y + 6uπ(3)

y + 3λy + 2σu) + z3

(
16
9
π(3)
y +

2
3
σuu

)
+ z2(2uπ(4)

y + λyy + 2σyu) + 2σyyz + ε.(5.51)

We substitute this expression for ψ into (5.38) and get

z4

(
2
3
σuuu

)
+ z3

(
34
9
π(4)
y +

8
3
σyuu

)
+ z2(2uπ(5)

y + λ(3)
y + 4σyyu)

+ zv(8π(3)
y + 2σuu) + z(2σyyy + εu) + v(6uπ(4)

y + 3λ(2)
y + 2σyu) + εy = 0.

We equate terms near powers of z and v to zero and obtain

σuuu = 0,(5.52)
34
9
π(4)
y +

8
3
σyuu = 0,(5.53)

2uπ(5)
y + λ(3)

y + 4σyyu = 0,(5.54)

8π(3)
y + 2σuu = 0,(5.55)

2σyyy + εu = 0,(5.56)

6uπ(4)
y + 3λ(2)

y + 2σyu = 0,(5.57)

εy = 0.(5.58)

Equation (5.58) means that
ε = ε(u),

and equation (5.53) yields

(5.59) σ =
1
2
u2θ(y) + uρ(y) + γ(y).

Then equalities (5.53)–(5.58) are rewritten as
34
9
π(4)
y +

8
3
θy = 0,(5.60)

2uπ(5)
y + λ(3)

y + 4uθ(2)
y + 4ρ(2)

y = 0,(5.61)

8π(3)
y + 2θ = 0,(5.62)

u2θ(3)
y + 2uρ(3)

y + 2γ(3)
y + εu = 0,(5.63)

6uπ(4)
y + 3λ(2)

y + 2uθy + 2ρy = 0.(5.64)

We differentiate (5.62):
8π(4)

y + 2θy = 0,
which gives in combination with (5.60):

π(4)
y = θy = 0.



SYMMETRIES OF FLAT RANK TWO DISTRIBUTIONS 485

Thus,

(5.65) θ = a, a ∈ R,

and equations (5.60)–(5.64) take the form

λ(3)
y + 4ρ(2)

y = 0,(5.66)

8π(3)
y + 2a = 0,(5.67)

2uρ(3)
y + 2γ(3)

y + εu = 0,(5.68)

3λ(2)
y + 2ρy = 0.(5.69)

Then (5.67) implies

(5.70) π = − 1
24
ay3 + by2 + dy + f, b, d, f ∈ R,

and equations (5.66)–(5.69) are equivalent to

λ(3)
y = 0,

ρ(2)
y = 0,

2γ(3)
y + εy = 0,

3λ(2)
y + 2ρy = 0.

That is why

λ = −1
3
ny2 + ly +m,

ρ = ny + p,

γ =
1
12
ky3 + qy2 + ry + s,

ε = −ku+ t

for some
n, l,m, p, k, q, r, s, t ∈ R.

Now we recover the functions ϕ and ψ via (5.34), (5.40), (5.46), (5.47), (5.51),
(5.59), (5.65), and (5.70):

ϕ =
1
6
ay2z2 − 1

24
ay3v + by2v − 4

9
cz3 − 8

3
byz2 − 1

2
ayzu

−1
3
ny2z +

1
12
ky3 + cuv + dyv − 4

3
dz2 + 4bzu+ lyz +

1
2
au2

+nyu+ qy2 + fv +mz + pu+ ry + s,

ψ = −1
2
ayzv +

2
9
az3 + cv2 + 4bzv +

1
2
auv +

4
3
nz2 + kyz + 3lv

+2pv + 4qz − ku+ t,

a, b, c, d, f, n, l,m, p, k, q, r, s, t ∈ R.

To summarize, we proved that

Sym(∆) ⊂
{
Y = P

∂

∂x
+Q

∂

∂y
+R

∂

∂z
+ S

∂

∂u
+ T

∂

∂v

}
,
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where

P =
1
12
ax2y2 − 4

3
bx2y − 2

3
cx2z − 1

6
axyz − 2

3
dx2 − 1

3
nxy +

4
3
bxz

+cxv +
1
3
az2 − 1

4
ayv + (p+ 2l)x+

1
2
ky +

4
3
nz + 2bv + 2q,(5.71)

Q =
1
12
axy3 − 2bxy2 − 1

3
azy2 − 2dxy − 2cxu+

4
3
cz2 +

16
3
byz +

1
3
ny2

+
1
2
ayu− 2fx− ly +

8
3
dz − 4bu−m,(5.72)

R =
1
24
ax2y3 − bx2y2 − dx2y − cx2u− 1

6
ayz2 − 1

8
ay2v − fx2 +

1
3
nyz

+2byz +
4
3
bz2 +

1
2
azu+

1
4
ky2 + czv + 2qy + lz + nu

+dv + pz + r,(5.73)

S =
1
12
axy3z − 2bxy2z − 1

6
ay2z2 − 1

24
avy3 − 2cxzu− 2dxyz + by2v

+
8
3
byz2 +

1
12
ky3 +

8
9
cz3 − 2fxz + qy2 + nyu+

1
2
au2 + cuv + dyv

+
4
3
dz2 + ry + pu+ fv + s,(5.74)

T =
1
36
ax3y3 − 2

3
bx3y2 − 2

3
dx3y − 2

3
cx3u− 2

3
fx3 − 1

2
ayzv +

2
9
az3

+
4
3
nz2 + kyz + 4bzv +

1
2
auv + cv2 + 4qz − ku+ (3l + 2p)v + t.(5.75)

The basis of the Lie algebra Sym(∆) presented in the formulation of Theorem 6
is obtained for the following values of parameters (we write only nonzero values of
the parameters k, q,m, r, s, t, a, b, c, d, f, n, p, l):

q =
1
36
⇒ Y1,(5.76)

m = 3⇒ Y2,(5.77)

r =
1
12
⇒ Y3,(5.78)

t = − 1
324
⇒ Y4,(5.79)

s =
1
12
⇒ Y5,(5.80)

a = 24⇒ Y6,

b = 9⇒ Y7,

c = −324⇒ Y8,

d = −27⇒ Y9,

n = −1⇒ Y10,

f = 27⇒ Y11,

k =
1
27
⇒ Y12,

p = −1⇒ Y13,

p = 1, l = −1⇒ Y14.
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Immediate verification shows that the vector fields Y1, . . . , Y14 are linearly inde-
pendent.

All vector fields Y1, . . . , Y14 are indeed symmetries of the distribution ∆ since
the conditions of Proposition 1 hold:

[Yi, ξ1] = 0, [Yi, ξ2] = 0, i = 1, . . . , 5,
[Y6, ξ1] = (−4xy2 + 4yz)ξ1 [Y6, ξ2] = (6x2y − 12xz + 6v)ξ1

−2y3ξ2, +(2xy2 + 4yz − 12u)ξ2,
[Y7, ξ1] = (24xy − 12z)ξ1 [Y7, ξ2] = −18x2ξ1

+18y2ξ2, −(12xy + 12z)ξ2,
[Y8, ξ1] = (−432xz + 324v)ξ1 [Y8, ξ2] = 108x3ξ1

−648uξ2, +216xzξ2,
[Y9, ξ1] = −36xξ1 − 54yξ2, [Y9, ξ2] = 18xξ2,
[Y10, ξ1] = − 1

3yξ1, [Y10, ξ2] = xξ1 + 2
3yξ2,

[Y11, ξ1] = 54ξ2, [Y11, ξ2] = 0,
[Y12, ξ1] = 0, [Y12, ξ2] = − 1

54 ξ1,
[Y13, ξ1] = ξ1, [Y13, ξ2] = 0,
[Y14, ξ1] = ξ1, [Y14, ξ2] = −ξ2.

Thus,
Sym(∆) = span(Y1, . . . , Y14),

and Lemma 5.1 is completely proved. �

Proof of Lemma 5.2. Nonzero brackets in the Lie algebra Sym(∆) in the basis
Y1, . . . , Y14 given in the formulation of Theorem 6 are shown in Table 1.

Table 1. Multiplication in Sym(∆), the Cartan case

[Y3, Y10] = −2Y1, [Y3, Y9] = 2Y2, [Y3, Y2] = 3Y5,
[Y3, Y1] = −3Y4, [Y3, Y8] = Y9, [Y3, Y6] = −Y10,
[Y10, Y9] = −2Y7, [Y10, Y7] = −3Y6 [Y10, Y1] = 3Y12,
[Y10, Y5] = Y3, [Y10, Y11] = −Y9, [Y9, Y7] = 3Y8,
[Y9, Y2] = −3Y11, [Y9, Y12] = Y10, [Y9, Y4] = −Y3,
[Y7, Y2] = −2Y9 [Y7, Y1] = 2Y10, [Y7, Y5] = −Y2,
[Y7, Y4] = Y1, [Y2, Y1] = −2Y3 [Y2, Y12] = −Y1,
[Y2, Y6] = Y7, [Y1, Y8] = −Y7, [Y1, Y11] = Y2,
[Y12, Y8] = Y6, [Y12, Y5] = −Y4, [Y8, Y5] = Y11,
[Y11, Y4] = Y5 [Y11, Y6] = −Y8, [Y4, Y6] = Y12,
[Y13, Y3] = Y3, [Y13, Y9] = −Y9 [Y13, Y7] = −Y7,
[Y13, Y1] = Y1, [Y13, Y12] = Y12, [Y13, Y8] = −2Y8,
[Y13, Y5] = Y5, [Y13, Y11] = −Y11, [Y13, Y4] = 2Y4,
[Y13, Y6] = −Y6, [Y14, Y10] = Y10, [Y14, Y9] = −Y9,
[Y14, Y2] = −Y2, [Y14, Y1] = Y1, [Y14, Y12] = 2Y12,
[Y14, Y8] = −Y8, [Y14, Y5] = −Y5, [Y14, Y11] = −2Y11,
[Y14, Y4] = Y4, [Y14, Y6] = Y6,

[Y3, Y7] = −2Y13 + Y14, [Y10, Y2] = Y13 − 2Y14,
[Y9, Y1] = Y13 + Y14, [Y12, Y11] = −Y14,
[Y8, Y4] = Y13, [Y5, Y6] = −Y13 + Y14.
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The required isomorphism

F : Sym(∆)→ g2

is defined on the bases of these Lie algebras by the following matrix:

Y ∈ Sym(∆) Y1 Y2 Y3 Y4 Y5 Y6 Y7

F (Y ) ∈ g2 X−e3 X−e2 Xe1 X−f2 Xf3 X−f3 X−e1

Y ∈ Sym(∆) Y8 Y9 Y10 Y11 Y12 Y13 Y14

F (Y ) ∈ g2 Xf2 Xe3 Xe2 X−f1 Xf1 H1 H2

See the appendix for a description of the Lie algebra g2 and its basis H1, H2,
X±ei , X±fi , i = 1, 2, 3. The map F is indeed an isomorphism of Sym(∆) and g2

since the multiplication Tables 1 and 3 (see the appendix) for these Lie algebras
are isomorphic. �

5.4.2. Symmetries of the sub-Riemannian structure.

Theorem 7. The Lie algebra of symmetries of the flat sub-Riemannian structure
(∆, 〈·, ·〉) on the five-dimensional nilpotent Lie group G described in Subsection 5.1
is the six-dimensional Lie algebra

Sym(∆, 〈·, ·〉) = span(X0, . . . , X5)

with the following multiplication rules for the basis elements:

(5.81)

[X0, X1] = −X2, [X0, X2] = X1,
[X0, X4] = −X5, [X0, X5] = X4,
[X1, X2] = X3,
[X1, X3] = X4, [X2, X3] = X5.

For the model of (∆, 〈·, ·〉) in R5 defined by (5.4)–(5.7) we have

X0 = − 1
54
Y11 − 54Y12(5.82)

and

(5.83) X1 = −3Y1, X2 =
1
18
Y2, X3 = −1

3
Y3, X4 = 3Y4, X5 =

1
18
Y5,

where the vector fields Y1, . . . , Y5 are defined in Theorem 6.

Remark 5. Multiplication rules (5.81) in the Lie algebra Sym(∆, 〈·, ·〉) are schema-
tically represented in Figure 7 (we draw X0 twice to obtain a planar graph).

Proof. By the proof of Theorem 6, a vector field

X = P
∂

∂x
+Q

∂

∂y
+R

∂

∂z
+ S

∂

∂u
+ T

∂

∂v
∈ Vec(R5)

is a symmetry of the distribution ∆ iff the functions P,Q,R, S, T have the form
(5.71)–(5.75). Moreover, X also preserves the inner product 〈·, ·〉 iff P , Q, R, S, T
satisfy, in addition to (5.71)–(5.75), the following extra equations:

Px = 0,(5.84)
Qx = −EP ,(5.85)
EQ = 0(5.86)

(the notation EP , EQ is introduced in (5.8), (5.9)).
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Figure 7. Sym(∆, 〈·, ·〉), the Cartan case

But conditions (5.84)–(5.86) mean that

a = b = c = d = n = p = l = 0, f =
1
4
k,

i.e.,

P =
1
2
ky + 2q,

Q = −1
2
kx−m,

R = −1
4
kx2 +

1
4
ky2 + 2qy + r,

S =
1
12
ky3 − 1

2
kxz + qy2 + ry +

1
4
kv + s,

T = −1
6
kx3 + kyz + 4qz − ku+ t.

For k = −2, q = m = r = s = t = 0 we obtain the vector field X0 defined by (5.82).
The remaining basis vector fields Xi, i = 1, . . . , 5, are determined by (5.83), (5.76).
Then Sym(∆, 〈·, ·〉) = span(X0, . . . , X5), and the commutation rules (5.81) are
directly verified. �

6. General picture

We summarize the above computations of symmetries of flat rank-two distribu-
tions and sub-Riemannian structures in Table 2.

For completeness, we include the two-dimensional (Riemannian) case: any vector
field in G = R2 preserves the rank-two distribution TG, and the flat Riemannian
structure is preserved by the Euclidean group of motions of the plane. In the
Heisenberg case, n = 3, symmetries of flat distributions are parametrized by arbi-
trary smooth functions of three variables, and the flat sub-Riemannian structure
is preserved by the four-dimensional Lie algebra: in addition to three indepen-
dent left translations on the Heisenberg group, there is one additional rotation in
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Table 2. Symmetries of flat (2, n)-distributions and sub-Rieman-
nian structures

n (∆, 〈·, ·〉) Sym(∆) dim Sym(∆, 〈·, ·〉) dim

2
q q

Vec(R2) ∞
��	 @@R-�q qq

3

3
@@R ��	
q qq

f(x, y, z) ∞

��	 @@R
@@R ��	
-�q qqq

4

4

@@R ��	
?@@R

q
q
qq

f(y, z, v) ∞

@@R ��	
?@@R

q
q
qq

4

5

@@R
?

��	
?��	 @@Rq
q
q
qq

g2 14

��	 @@R
@@R
?

��	
?��	 @@R

@@I ���
-�

-�

q
q
q
qq
q

q
6

this group. In the Engel case, n = 4, the Lie algebra Sym(∆) is parametrized by
functions of four variables constant along the canonical vector field of the Engel
distribution (which is here taken to be ξ1 = ∂

∂x as in the model of Subsection 4.3).
As for symmetries of the flat sub-Riemannian structure, there is only the “trivial”
four-dimensional group of left translations on the Engel group. In the Cartan case,
n = 5, there is the 14-dimensional Lie algebra g2 of symmetries of the flat dis-
tribution; and the flat sub-Riemannian structure is preserved by five “trivial” left
translations on the 5-dimensional nilpotent Lie group and one additional rotation
on this group.

7. Appendix: Linear representation of g2

For completeness of exposition, we describe here a faithful representation of the
simple exceptional complex Lie algebra gC2 and its unique noncompact real form by
7× 7 complex skew-symmetric matrices (we follow [11], Lecture 14).

We denote by

Eij , i, j = 1, . . . , 7,

the 7× 7 matrix with all zero entries except the only identity entry in the i-th row
and j-th column; introduce also the skew-symmetric matrices — the basis elements
of the Lie algebra so(7):

E[i,j] =
1
2

(Eij − Eji), i, j = 1, . . . , 7, i < j.

Then

g
C
2 = spanC(P0, . . . , P6, Q0, . . . , Q6),
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where
P0 = 2(E[3,2] + E[6,7]), Q0 = 2(E[4,5] + E[6,7]),
P1 = E[1,3] + E[5,7], Q1 = E[6,4] + E[5,7],
P2 = E[2,1] + E[7,4], Q2 = E[6,5] + E[7,4],
P3 = E[1,4] + E[7,2], Q3 = E[3,6] + E[7,2],
P4 = E[5,1] + E[3,7], Q4 = E[2,6] + E[3,7],
P5 = E[1,7] + E[3,5], Q5 = E[4,2] + E[3,5],
P6 = E[6,1] + E[4,3], Q6 = E[5,2] + E[4,3].

Matrices of the form

(7.1) H = aP0 + bQ0 = aE[3,2] + bE[4,5] + cE[7,6], a+ b+ c = 0,

form a two-dimensional Abelian subalgebra h of gC2 (h is a Cartan subalgebra of
gC2 ).

Introduce the elements

U±1 = (2P2 −Q2)± i(2P1 −Q1), V±1 = Q2 ∓ iQ1,
U±2 = (2P4 −Q4)± i(2P3 −Q3), V±2 = Q4 ± iQ3,
U±3 = (2P6 −Q6)± i(2P5 −Q5), V±3 = Q6 ± iQ5,

which span gC2 together with h.
In the dual space h∗ we choose the basis e1, e2 dual to the basis P0, Q0. Then

for each element (7.1) of the space h we have

e1(H) = a, e2(H) = b, e3(H) = c,

where
e3 = −(e1 + e2).

Assume that the dual space h∗ is a Euclidean space with Cartesian coordinates
in which the vectors e1, e2 have the coordinates

e1 =

(√
6

3
, 0

)
, e2 =

(
−
√

6
6
,

√
2

2

)
.

Introduce also the vectors

f1 = e2 − e3, f2 = e3 − e3, f3 = e1 − e2.

Then we obtain the following 12 vectors in the plane h∗:

G2 = {±e1,±e2,±e3,±f1,±f2,±f3 };

see Figure 8.
Now we choose the following elements in gC2 :

Xα =
{
U±k if α = ±ek,
V±k if α = ±fk,

Hα =
2

a2 + b2 + c2
(aE[3,2] + bE[4,5] + cE[7,6]).

Then
gC2 = span(h;Xα, α ∈ G2)

and multiplication rules in the Lie algebra gC2 take the following simple form.
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Figure 8. Root vectors of gC2

Proposition 2 ([11]). For any vectors α, β ∈ G2, the following relations hold:

[H,Xα] = iα(H)Xα, H ∈ h,

[Xα, X−α] = iHα,

[Xα, Xβ] = 0 if α+ β 6= 0 and α+ β /∈ G2,

[Xα, Xβ] = Nα,βXα+β if α+ β ∈ G2 .

Here Nα,β are some integers whose absolute values satisfy

|Nα,β | = p+ 1,

where p is the least integer such that for any j = 0, 1, . . . , p the vector β−jα belongs
to G2.

Remark 6. Direct computations with the matrices Xα yield the following values
for the coefficients Nα,β:

Nα,β e1 e2 e3 −e1 −e2 −e3 f1 f2 f3 −f1 −f2 −f3

e1 0 −2 2 3 −3 0 1 0 0 0 −1
e2 2 0 −2 −3 3 0 0 1 −1 0 0
e3 −2 2 0 3 −3 1 0 0 0 −1 0
−e1 3 −3 0 −2 2 0 0 −1 0 1 0
−e2 −3 3 2 0 −2 −1 0 0 0 0 1
−e3 3 −3 −2 2 0 0 −1 0 1 0 0
f1 0 0 −1 0 1 0 0 1 −1 0 0
f2 −1 0 0 0 0 1 −1 0 1 0 0
f3 0 −1 0 1 0 0 1 −1 0 0 0
−f1 0 1 0 0 0 −1 0 0 0 1 −1
−f2 0 0 1 −1 0 0 0 0 −1 0 1
−f3 1 0 0 0 −1 0 0 0 1 −1 0

In fact, this table is directly extracted from the commutation relations from Table 3.
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Table 3. Multiplication in g2

[Xe1 , Xe2 ] = −2X−e3, [Xe1 , Xe3 ] = 2X−e2 , [Xe1 , X−e2 ] = 3Xf3 ,
[Xe1 , X−e3 ] = −3X−f2 , [Xe1 , Xf2 ] = Xe3 , [Xe1 , X−f3 ] = −Xe2 ,
[Xe2 , Xe3 ] = −2X−e1, [Xe2 , X−e1 ] = −3X−f3 [Xe2 , X−e3 ] = 3Xf1 ,
[Xe2 , Xf3 ] = Xe1 , [Xe2 , X−f1 ] = −Xe3 , [Xe3 , X−e1 ] = 3Xf2 ,
[Xe3 , X−e2 ] = −3X−f1 , [Xe3 , Xf1 ] = Xe2 , [Xe3 , X−f2 ] = −Xe1 ,
[X−e1 , X−e2 ] = −2Xe3 , [X−e1 , X−e3 ] = 2Xe2 , [X−e1 , Xf3 ] = −X−e2 ,
[X−e1 , X−f2 ] = X−e3 , [X−e2 , X−e3 ] = −2Xe1 , [X−e2 , Xf1 ] = −X−e3 ,
[X−e2 , X−f3 ] = X−e1 , [X−e3 , Xf2 ] = −X−e1 , [X−e3 , X−f1 ] = X−e2 ,
[Xf1 , Xf2 ] = X−f3 , [Xf1 , Xf3 ] = −X−f2 , [Xf2 , Xf3 ] = X−f1 ,
[X−f1 , X−f2 ] = Xf3 , [X−f1 , X−f3 ] = −Xf2 , [X−f2 , X−f3 ] = Xf1 ,
[H1, Xe1 ] = Xe1 , [H1, Xe3 ] = −Xe3 , [H1, X−e1 ] = −X−e1 ,
[H1, X−e3 ] = X−e3 , [H1, Xf1 ] = Xf1 , [H1, Xf2 ] = −2Xf2 ,
[H1, Xf3 ] = Xf3 , [H1, X−f1 ] = −X−f1 , [H1, X−f2 ] = 2X−f2 ,
[H1, X−f3 ] = −X−f3 , [H2, Xe2 ] = Xe2 , [H2, Xe3 ] = −Xe3 ,
[H2, X−e2 ] = −X−e2 , [H2, X−e3 ] = X−e3 [H2, Xf1 ] = 2Xf1 ,
[H2, Xf2 ] = −Xf2 , [H2, Xf3 ] = −Xf3 , [H2, X−f1 ] = −2X−f1

[H2, X−f2 ] = X−f2 , [H2, X−f3 ] = X−f3 ,

[Xe1 , X−e1 ] = −2H1 +H2, [Xe2 , X−e2 ] = H1 − 2H2,
[Xe3 , X−e3 ] = H1 +H2, [Xf1 , X−f1 ] = −H2,
[Xf2 , X−f2 ] = H1, [Xf3 , X−f3 ] = −H1 +H2.

The vectors
H1 = −iP0, H2 = −iQ0

form a basis of the Cartan subalgebra h. Moreover, the elements

Xα, α ∈ G2; H1, H2

make up a Cartan-Weyl basis of gC2 with real structure constants. Then the set of
elements of gC2 invariant with respect to the complex conjugation relative to this
basis, i.e.,

X 7→ X,

form the (unique) real noncompact form of the complex Lie algebra gC2 (see e.g. [14]):

g2 = {X ∈ gC2 | X = X }.

We have
g2 = spanR(Xα, α ∈ G2;H1, H2),

and nonzero brackets between these basis vectors are given in Table 3.
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