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Maxwell strata and symmetries in the problem
of optimal rolling of a sphere over a plane

Yu. L. Sachkov

Abstract. The problem of rolling of a sphere over a plane without slipping
or twisting is considered. It is required to roll the sphere from one contact
configuration into another one so that the curve traced by the contact point
be of minimum length. Extremal trajectories in this problem were described
by Arthur, Walsh and Jurdjevic.

In this work, discrete and continuous symmetries of the problem are
constructed and fixed points of the action of these symmetries in the inverse
image and image of the exponential map are studied. This analysis is used
to derive necessary conditions for optimality; namely, upper bounds on the
cut time along the extremal trajectories.
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§ 1. Introduction

We study a mechanical system that consists of two horizontal planes and a sphere
contacting both planes. The lower plane is stationary and the sphere is rolling
without slipping or twisting due to horizontal motion of the upper plane. The state
of such a system is described by the point of contact of the sphere with the lower
plane and by the orientation of the sphere in the three-dimensional space. It is
required to roll the sphere from the prescribed initial state into some terminal state
so that the curve traced by the point of contact on the plane be of minimum length.
Here, the control is the velocity of the upper plane or, equivalently, the velocity of
the centre of the sphere.

Since the object of investigation is the kinematics of this system, we can ignore
the presence of the upper plane and study the rolling of the sphere over the (lower)
plane without slipping or twisting. The no-slip condition means that the instan-
taneous velocity of the point of contact of the sphere with the plane is equal to
zero, and the no-twist condition means that the angular velocity vector is directed
horizontally. The rolling of one surface over another surface without slipping or
twisting is used to simulate the operation of a robotic arm. Problems related to
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this kind of motion are of considerable interest in mechanics, robotics, and control
theory (see, for example, [1]-[4]).

The problem of optimal rolling of a sphere over a plane was posed by Hammers-
ley [5]. Arthur and Walsh (see [6]) showed that equations for extremal trajectories
in this problem can be integrated analytically, and Jurdjevic (see [7], [8]) performed
a qualitative study of these trajectories and discovered that, in the case of opti-
mal rolling, the point of contact of the sphere and the plane traces Euler elasticae
(stationary configurations of an elastic rod on a plane, see [9], [10]).

The problem of the optimality of extremal trajectories remained open. Small arcs
of extremal trajectories are optimal, but large arcs are, in general, not. A point at
which an extremal trajectory loses optimality is referred to as a cut point (using
the terminology of Riemannian geometry). In this work, we initiate investiga-
tion of the cut points and the corresponding cut time in the problem of optimal
rolling of a sphere over a plane. We derive upper estimates for the cut time along
extremal trajectories, which are thus necessary conditions for optimality. These
estimates are obtained through the study of discrete symmetries of the problem
and the corresponding Maxwell points (points of intersection of different extremal
trajectories with the same values of the functional and time). This approach was
successfully used for the investigation of a number of problems of optimal con-
trol (see [11]-[13]); the current experience suggests that the aforementioned upper
estimates for the cut time may actually coincide with the cut time.

We proceed to the mathematical statement of the problem. Let ey, e, e3 be
a fixed right-handed frame in the space R? such that the vectors e; and e span
a plane R? C R? and the vector es points into the half-space containing a unit
sphere S? rolling over the plane. The frame e;, e, e3 is attached to the point
O € R%. Let fi, fa, f3 be a moving right-handed frame attached to the rolling
sphere S?. We denote the coordinates of a point in R? relative to the basis e;,
e, e3 by (z,y,z) and the coordinates of the same point relative to the basis fi,
fa, fs carried over to the point O by (X,Y, Z). Thus,

rey +yes +zes=Xf1+Y fo+ Zfs.

Let the rotation of the three-dimensional space that carries the moving frame fi,
fa, f5 into the fixed frame eq, es, e3 be determined by the matrix R € SO(3) in the
moving frame:

X x
Y|=R\|y
A z

The state of the system ‘sphere S? and plane R?’ is described by the coordinates
(x,7) of the point of contact between S? and R? and by the rotation matrix R. For
the control we use the vector (uy,us) of velocity of the centre of the sphere. As is
shown in [7], the problem of optimal rolling of a sphere over a plane can be stated
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as the following optimal control problem:

T =y, (1.1)

Y = ug, (1.2)

R = R(ug Ay — uy Ay), (1.3)

Q = (r,y,R) € M = R? x SO(3), (1.4)

u = (u1,us) € R?, (1.5)

Q(0) =Qo=(0,0,Id),  Q(t1) = Qu, (1.6)

ty
l:/ \/u? +u3 dt — min. (1.7)
0

Here and below we use the basis matrices in the Lie algebra so(3)

0 0 0 0 0 1 0 -1 0

Ai=10 0 —-1], A= 0 0 0], Az=11 0 0]). (18)
01 0 -1 0 0 0 0 0

The admissible controls are measurable and essentially bounded, and the admissible

trajectories are Lipschitz continuous.

The problem (1.1)—(1.7) is a left-invariant sub-Riemannian problem on the Lie
group M = R? x SO(3). We introduce the following left-invariant frame on this
Lie group:

€1 = — €y = — V;(R):RA“ ’L':].72,3.

In terms of the left-invariant fields
X1 =e —Va, Xo=ex+ Vi
the controlled system (1.1)—(1.4) takes the form

Q = u1 X1(Q) +ua X2(Q), Qe M =R>xS80(3), (u,uz) €R%  (1.9)

The functional (1.7) is the sub-Riemannian length functional for the left-invariant
sub-Riemannian structure defined by the fields X, X5 as an orthonormal basis:

| = /t1<Q,Q>1/2 dt — min, (1.10)
<Xi,X?j> = 0;j, 1,7 =1,2.
The commutators [A;, A;] = A;A; — A, A; satisfy the relations
[A1, Ao] = Az, [As, A3] = Ay, [A3, A1] = As.

The multiplication table for the Lie algebra L = span(ey, ea, Vi, Va, V3) of the Lie
group M has the form

ade; =0, [Vi,Va] =Vs,  [a,Va]=Vi,  [Vs,Vi] = V3,
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By virtue of the relations
[leXQ] - V37 [Xh ‘/3] = _Vh [XQ} V3] = _‘/2

the vector fields X7, X2 on the right-hand side of the system (1.9) generate the
Lie algebra L. By the Rashevskii-Chow theorem (see [4]) the system (1.9) is com-
pletely controllable, which means that any two points Qg, Q1 € M can be joined by
a trajectory of the system. It follows from Filippov’s theorem (see [4]) that there
exist optimal controls in the problem (1.1)—(1.7) for any Qo, @1 € M in the class
of essentially bounded measurable controls.

This work continues the study of invariant sub-Riemannian problems on Lie
groups, which has been actively carried out in the framework of the geometric con-
trol theory (see [14]-[16]). It is organized as follows. In § 2 we approach the problem
of optimal rolling of a sphere over a plane using Pontryagin’s maximum princi-
ple and derive differential equations for extremal trajectories (some of the results
obtained by Jurdjevic in [7] and [8] are reformulated in convenient terms). In partic-
ular, we demonstrate that a subsystem of the Hamiltonian system of the maximum
principle for costate variables in appropriate coordinates reduces to the equation of
motion of the mathematical pendulum, and the projections of the extremal trajec-
tories onto the plane (z,y) are Euler elasticae. We introduce an exponential map
which is used to parametrize extremal trajectories. In § 3 symmetries of a family of
elasticae on the plane (rotations and reflections) are first extended to symmetries
of a family of extremals and then to symmetries of the exponential map (in other
words, to transformations of the inverse image and image of the exponential map
which commute with the latter). The corresponding group G of symmetries of the
exponential map is described. §4 contains the main results of the paper, namely,
necessary conditions for the optimality of extremal trajectories in the form of upper
estimates on the cut time. In the analytic problem an extremal trajectory is known
to lose optimality after it intersects another extremal trajectory with the same val-
ues of time and the functional (such points are referred to as Maxwell points). We
study fixed points of the action of the group G in the inverse image and image of
the exponential map and employ the results obtained to describe Maxwell points
corresponding to the group of symmetries GG, that is, the common terminal points of
the extremal trajectories interchanged by elements of this group. As a consequence,
we derive upper bounds for the cut time. These results are obtained in terms of
unit quaternions which parametrize the rotations of the three-dimensional space;
in §5, some basic facts related to this parametrization are recalled.

§ 2. Extremal trajectories

By the Cauchy-Bunyakovsky-Schwarz inequality, the problem of minimization
of the sub-Riemannian length (1.7) is equivalent to the problem of minimization of

the action ,
1 1
J = 5/0 (u} + u3) dt — min (2.1)
for a given terminal time instant ¢;.
We shall look for optimal trajectories in the problem (1.1)—(1.6), (2.1) using

Pontryagin’s maximum principle [17] in the invariant statement. To do this, we
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first recall some facts of Hamiltonian formalism on the cotangent bundle (see [4]).
Consider the cotangent bundle T*M of a smooth manifold M with the canonical
projection 7: T*M — M, w()\) = g for the covector A € T,; M. The tautological
one-form s € A1 (T*M) on the cotangent bundle is defined as follows. Let A € T*M
and v € Th(T*M); then (sy,v) = (A, mv) (in the coordinates s = pdg). The
canonical symplectic structure o € A%(T*M) on the cotangent bundle is defined as
o = ds (in the coordinates o = dp A dq). With any Hamiltonian h € C*°(T*M) we
can associate a Hamiltonian vector field on the cotangent bundle h € Vec(T*M)

by the rule ox(-,h) = dyh.
Pontryagin’s maximum principle for the problem (1.1)—(1.6), (2.1) has the fol-
lowing invariant statement (see [4]). Let us introduce the Hamiltonians which are

linear on the fibres of the cotangent bundle T* M and correspond to the basis fields:
hl()\) = <)\,€i>, 1= 1727 HZ()\) = <)‘7‘/Z>7 1= 17273a

as well as a family of Hamiltonians

v

huw(A) = (A ur X1 +ua Xo) + i(u? + u3)
v
=ui(h1 — Hz) + uz(ho + H1) + §(u% +u),

\eT*M, u = (ur,us) € R?, veR.

Theorem 1 (Pontryagin’s maximum principle). Let Q; and u(t), t € [0,t1], be an
optimal trajectory and the corresponding optimal control in the problem (1.1)—(1.6),
(2.1). Then there exists a nontrivial Lipschitz continuous curve

(l/, At) 7é 0, reR, MNE€ TétM,
which satisfies the conditions

A = }_iu(t),u()\t) =u(t) (}_ilo\t) - ﬁ2(>\t)) + U2(t)(}_i2()\t) + ﬁl()\t))a (2.2)
Pty (M) = max huw(Ar), t €10,t4], (2.3)

v < 0.

A curve \; € T*M that satisfies the conditions of Theorem 1 is referred to
as an extremal, and its projection Q; = w(\;) € M is an extremal trajectory (or
a sub-Riemannian geodesic).

Using the coordinates (hi,he, Hy, Ho, H3) in the fibres of the cotangent bun-
dle T* M, we rewrite the Hamiltonian system (2.2) in the form

hy = hy =0, (2.4)

H, = uHs, (2.5)

Hy = uyHs, (2.6)

Hs = —uyHy — uz M, (2.7)
(2.8)

Q = w1 X1 + u2Xo.
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2.1. Abnormal case. First, let us consider the case v = 0. The maximum
condition (2.3) implies that along the abnormal extremals the following relations
hold:

h1 — Hy =0, ho + Hy = 0.

Differentiating these relations, by virtue of the Hamiltonian system (2.4)-(2.8) we
obtain expressions for the vertical coordinates

Hy = const, Hs = const, Hs =0, hi1 = Hs, ho = —Hy,
for the extremal controls
u; = kHs = const, uy = —kHy = const, k = const # 0
and for the extremal trajectories
Ty = ut, Yr = ust, R = exp(t(ug Ay — uj As)).

In the abnormal case the sphere is rolling steadily along a straight line. Any abnor-
mal trajectory is optimal, that is, contains no cut points.

2.2. Normal case. Now let us consider the case v = —1. From the maximum
condition (2.3) we get

uy = hy — Ho, uy = ho + Hj.
The maximized Hamiltonian has the form

H = 5 ((hn — o) + (s + H)?),

and the corresponding Hamiltonian system is

hy = hy =0, (2.9)

H, = (hy — Hy)Hs, (2.10)

Hy = (hg + Hy)Hs, (2.11)

Hs = —h1H, — hoHy, (2.12)

Q = (hy — Hy) X, + (ha + Hy) Xo. (2.13)

As is usual in sub-Riemannian problems, we can restrict our consideration to unit
speed geodesics, that is, extremal trajectories along which

o= %((h1 — )2+ (hy + HL)?) =

DN | =

Under such restriction it is convenient to pass in the dual space from the coordinates
(h1,he, Hy, Hy, H3) to the new coordinates (r, a, 6, ¢):
h1 =rcosa, he = rsina, (2.14)
hi — Hy = cos(0 + «), he + Hy = sin(0 + a), (2.15)
Cc = Hg.



The problem of optimal rolling of a sphere over a plane 1035

In the new coordinates the Hamiltonian system for the normal extremals
(2.9)—(2.13) takes the form that we shall use throughout this paper:

0=c, (2.16)

¢ = —rsind, (2.17)

d=7=0, (2.18)

i =cos(f + ), (2.19)

y = sin(f + ), (2.20)

R = RQ, O =sin(0 + a) Ay — cos(0 + o) As. (2.21)

The variables a and 0 are uniquely determined by the variables hy, ho, Hy, Ho
from relations (2.14), (2.15) only if 72 = h? + h3 # 0. In this case the trajectories
of the systems (2.9)—(2.13) and (2.16)—(2.21) are in one-to-one correspondence.

If 72 = h? + h3 = 0, then the value of the parameter « cannot be found
from (2.14). In this case we assume that the angle o takes an arbitrary value
on the circle ST = R/(27Z). Then each trajectory of the system (2.9)—(2.13) corre-
sponds to an infinite family of trajectories of the system (2.16)—(2.21) with the same
function ; + «. The multivalued correspondence between the trajectories of the
systems (2.9)—(2.13) and (2.16)—(2.21) reduces to changes of the kind 6; = 6; + 7,
a=a—-r.

The family of normal extremals \; is parametrized by the cylinder C' consisting

of the initial points A = )‘t’tzo:

1
{ETQOM|H() 2}
= {(h1, ha, Hy, Hy, Hy) € R® | (hy — Ha)? + (ha + H1)? =1}
~{(0,c,a,r) |0 €S, ceER, a €S, r>0}

Each initial point A € C corresponds to the extremal \; = e (\). The main object
of our further study is the exponential map Exp that takes a pair consisting of an
initial point A € C and a time instant ¢ > 0 to the end-point of the corresponding
extremal trajectory:

Exp(\,t) = mo et ( ) = Q4
Exp: N — M, N=CxRy={(\t)| e C,t>0}.

In the case when r = 0 the elastica (x¢, y¢) is a straight line (if H3 = ¢ = 0) or
a circle (if H3 = ¢ # 0); such elasticae are called degenerate.
If » # 0, then the elastica (x4, ;) belongs to one of four classes depending on
the total energy E = ¢?/2 — rcos 6 of the pendulum (2.16), (2.17):
1) inflectional if E € (—r,7);
2) non-inflectional if E € (r, +00);
3) critical if E = r and ¢ # 0;
4) a straight line if E = —r or E =r and ¢ = 0.
Elasticae which belong to the classes 1)-3) will be called nondegenerate.
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8§ 3. Continuous and discrete symmetries

Consider an invertible transformation g that acts in both the inverse image and
image of the exponential map:

g: N — N, g: M — M.

Formally, we are talking about two different maps, but it is convenient to denote
them by the same symbol; the domain of the map (either N or M) will be clear from
the context. The map ¢ is called a symmetry of the exponential map if g o Exp =
Exp og, which means that the following diagram is commutative:

Exp
N——M

o

N —5 M

In this section we construct the group of symmetries of the exponential map
which correspond to symmetries of the elasticae (2.16)—(2.20), that is, rotations
and reflections. In §4 the analysis of the action of this group is used to derive
estimates for the cut time in the problem of rolling a sphere over a plane.

3.1. Transformation of normal extremals. In this subsection we consider
transformations of normal extremals A\; = (05, ¢, a, 7, Qs), s € [0, ], that is, trajec-
tories of the Hamiltonian system

0, = cs, (3.1)

¢s = —rsinfy, (3.2)

& =7 =0, (3.3)

&g = cos(fs + ), (3.4)

Us = sin(fs + ), (3.5)

Ry = R0, Qg =sin(fs + a)A; — cos(fs + a) As, (3.6)
(xo, Y0, Ro) = (0,0,1d). (3.7

In the calculations we use the standard isomorphism between the Lie algebras
so(3) and R3 (with the algebraic operations defined by the matrix commutator
and the cross product, respectively); see, for instance, [4]. A matrix A € so(3) is
associated with a vector A € R3 by the following rule:

0 —as as " a1
A= as 0 —aq y A= a9
—as9 aiq 0 as

Basis matrices A; correspond to the vectors Ki = ¢; of the standard basis in R3.
The following relations are useful in calculations (see [7]):

!B Ae~tB = !B A, A, B € s0(3), (3.8)
RAR-1=RA, ReSO(3), Acso(3).
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3.1.1. Rotations. Rotations of elasticae (zs,ys) about the origin in the plane (x,y)
generate a one-parameter group of symmetries of the trajectories of the Hamiltonian
system (3.1)—(3.7)

{o7|pes'y;

here the rotation ®° is defined as follows:

7 X\ |se0,t]} — {)\f | s €[0,¢]}, (3.9)
As = (0s,05,0,7,Q5), Qs = (75,Ys, Ry), (3.10)
X =(00,c.0" Q7)) Q= (2.yl R)), (3.11)
0% =0,, & =c,, o =a+p, (3.12)

8 L
(2 - Gns ) () a9
Rf = P43 R e P43 Qf = P43 e P48, (3.14)

Proposition 1. If {\s | s € [0,t]} is a trajectory of the system (3.1)—(3.7), then
for any B € S the curve {\? | s € [0,t]} is also a trajectory of this system.

Proof. This reduces to differentiation. For instance, let us verify the relations
RS = RSQS, QP =sin(0? + a”)A; — cos(8? + o) A,.
We have

0P = P4 (sin(0s + ) Ay — cos(fs + o) Ag)e P43
= sin(fs + a)eﬁAgAlefﬁA?’ — cos(fs + a)e’@A3Age*ﬁA3.

Using equality (3.8) we obtain
efAs Aje=BAs = P43, = cos Ber + sin fes,
and therefore e#43 A;e=#43 = cos BA; + sin BA,. A similar calculation gives
P43 Aye™PA3 — _gin BA; + cos BAs.
Hence,

QP = sin(fs + a)(cos BA; + sin BAy) — cos(fs + a)(—sin fA; + cos BAs)
sin(f, + a4 B)A; — cos(fs + a + B)Ag = sin(0? + o)Ay — cos(0? + o) As.

Further, we find
Rf = PR e P4 = PASR e P4 = (eﬁ’%RsefﬁAzi)(eﬁA"‘Qse*ﬁ%) = Rfo

3.1.2. Reflections. In this paragraph, the reflections of the trajectories (6s,cs) of
the pendulum (3.1), (3.2) through the coordinate axes 6, ¢ and through the origin
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2

are extended to discrete symmetries €', £2, €2 of the family of trajectories of the

Hamiltonian system (3.1)—(3.7):
e\ |s€0,t]} — {\|se€0,8]}, i=1,2,3,
As = (GS,CS,Q,T',QS), Qs = (xsvysaRs)v
)‘fq = (eg,ci,ai,T,Qi), Q; = (xivyzﬂR;)
A similar extension for the generalized Dido problem (the nilpotent sub-Riemannian
problem with the growth vector (2,3,5)) was obtained in [15].

Reflection €. The reflection of the trajectories (s, cs) of the pendulum (3.1), (3.2)
through the coordinate axis 6 corresponds to the following discrete symmetry of
the family of extremal trajectories:

9; =0;_,, ci = —ci_g, al =a+m, (3.15)
Ty =Ttos— Tty  Ys =Yos — Yis (3.16)
Rl=(R) 'Ry, Ql=-9Q_,. (3.17)

Proposition 2. If {\s | s € [0,t]} is a trajectory of the system (3.1)—(3.7), then
the curve {\! | s € [0,t]} also is a trajectory of this system.

Proof. Let us check the differential equations for the reflected curve A!:

'91 = *ét—s = —Ct—s = C;’
é; =c_s=—rsin,_s=—r sinH;,
il =i = —cos(B;_s + ) = cos(fy_s + a + ) = cos(f! + al),
U= s = —sin(f;_, + ) = sin(f;_, + a + 1) = sin(6} + '),
Q! =sin(0! + a')A; — cos(8 +at)A,

= —sin(fi—s + a)A; + cos(O;—s + @) Ay = =g,
Rl = —(R)'R;_s=—(R) " 'R,_.Q_, = RIQL.

The initial conditions for Q! are also satisfied:

$i|8:0 =Tt — T = 0, y;|s:0 =Yt — Yt = O, RHS:O = (Rt)ilRt =Id.

To clarify the geometric meaning of the action of the symmetry ¢! on the elas-
ticae, we represent this action as follows:

6260 )
Ys Yt—s Yt — Yt—s Yt—s — Yt Ys
Here, (1) corresponds to time reversal on the elastica; (2) is the reflection of the
plane (x,y) through the midpoint p. = (2:/2,4:/2) of the chord of the elastica,
that is, the line segment that joins its initial point (zg,y0) = (0,0) and terminal
point (z¢,y:); (3) is the rotation of the elastica about the origin (zo,y0) = (0,0)
through angle 7.
On the other hand, the transformation (3) o (2) is the translation that shifts the
initial point of the elastica to the origin.
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Reflection 2. The reflection of the trajectories of the pendulum (6, cs) through
the axis ¢ induces the following symmetry of extremal trajectories:

93 = —0;_s, C? = Ct—s, o =m— Q, (318>
.T? = Tt—s — Lg, yf =Yt — Yt—s, (319)
R? = I(R)) " 'Ry_. Iy, 0?2 = —1,Q I, (3.20)
-1 0 0
L=IL'=e*=[0 1 0
0 0 -1

Proposition 3. If {)\s | s € [0,t]} is a trajectory of the system (3.1)—(3.7), then
the curve {\2 | s € [0,t]} also is a trajectory of this system.

Proof. As in the proof of Proposition 2, we verify, for example, the validity of the
relation for the matrix R:

02 =sin(6? + a®) Ay — cos(0? + a?) Ay = sin(f;_s + ) Ay + cos(f;_s + a)As,

— L0 Iy = —e™2 [sin(ﬁt,S + a)A; —cos(0,—s + 04)142]6_7“42
= —sin(fs_s + @)e™2 A1e 742 4 cos(B_s + a)e™A2 Age A2

=sin(f;—s + a)Ay + cos(bi—s + a)As = Q?,

RE = —L(R) 'Ri_olo = —L(Ry) 'Ry Q4o 1o
= (I(Ry) ' Ry—s o) (— L I5) = R2Q2.

The action of the reflection €2 on the elasticaec may be represented as follows:
g2, (Ts @) (@t—s) @) [z 4 (—cos 2y  —sin2x)\ [xi—s
Ys Yi—s Yt —sin2x  cos2x ) \Yi—s
(3) [—cos2y —sin2y Ty —cos2y —sin2x)\ [Ti—s
— . + .
sin2y  —cos2y Yt —sin2y  cos2y Yi—s

T AN EA
Yt — Yt—s yg ’

here, y is the polar angle of the point (24, y:):

Ly Yt
—_— —_—
Vi + Vai+yt
In other words, the reflection €2 acts on the elasticae as a composition of three
transformations: (1) the time reversal on the elastica, (2) the reflection of the
plane (x,y) across the perpendicular bisector I+ of the chord of the elastica, and
(3) the rotation through angle (7 — 2x).

cosy = siny =

Reflection 2. The reflection of the trajectories of the pendulum (6, cs) through the
origin (0, ¢) = (0,0) is extended to the following symmetry of extremal trajectories:

03 = —0,, = —c,, o = —a, (3.21)

mis’) = Ts, y? = —Ys, (322)
R} = LRI, Q3 = LO L. (3.23)
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Proposition 4. If {\s | s € [0,t]} is a trajectory of the system (3.1)—(3.7), then
the curve {\3 | s € [0,t]} also is a trajectory of this system.

Proof. As in the proof of Proposition 3, we shall verify the relation for the rotation
matrix R:

Q3 = sin(02 4+ ) Ay — cos(02 + o)Ay = —sin(f, + a)A; — cos(f, + a)As,

1,015 = Ir[sin(fs + o) A1 — cos(0s + o) As] Iy
= —sin(fs + @) A; — cos(fs + ) Ay = O3,

R? = LRIy = LRI, = (IR ) (1:015) = R2Q3.

1 3

Unlike the reflections ¢! and €2, the reflection ¢ not only takes arcs of
extremal trajectories to arcs of extremal trajectories, but also represents a sym-
metry of the Hamiltonian system A = H()\). Formulae (3.21)-(3.23) specify the
map €3: T*M — T*M such that for any trajectory A, of the Hamiltonian sys-
tem, its image 3(\,) is a trajectory of this system as well. Moreover, in the case
of the reflection €3, the restriction to the time segment s € [0,1] is not required,
since the map &3 (3.21)—(3.23) does not depend on the terminal instant by contrast
with the map €' (3.15)—(3.17) and 2 (3.18)—(3.20).

The reflection £ has the following geometric meaning for the elasticae (x5, ys):

3. (s .(i? C.OSQX sin 2y Ty
Ys sin2xy —cos2x/ \ys
@ cos2y  sin2y cos2yx  sin2y Ts\| [ ®s | _ x?
—sin2y cos2y sin2y  —cos2x/) \ws /)| \~vs)  \yi)"

In other words, it is a composition of (1) the reflection of the plane (z,y) across
the chord of the elastica and (2) the rotation through angle (—2yx). On the other

hand,
()= (5) - ()
ISl — = 3
Ys —Ys Ys

is the reflection of the elastica through the x-axis.

3.2. Symmetries of the exponential mapping. In this paragraph the action of
the rotations ®? and reflections ¢’ in the inverse image and image of the exponential
map is defined so as to commute with the action of the exponential map.

The rotations ®7: X = A\ (3.9)-(3.14) are symmetries of the Hamiltonian sys-
tem; therefore, the action of these rotations in 7" M is naturally represented as
a direct sum of the actions in N = T5 M x Ry (on (A,t), where A is the initial
point of the extremal) and in M (on @, which is the end of the corresponding
extremal trajectory):

PP N — N, (A1) — (A1),
A:(G’C,OC7T)’ A/6:(9767(1/677")7 aﬁ:a—i_/@?



The problem of optimal rolling of a sphere over a plane 1041

and
7 M — M, Q— Q~,
Q = (Z‘,y,R), Qﬂ = (xﬁ,yﬁ’Rﬁ)’

.Z‘ﬁ COS,@ —Sinﬂ T 3 BA; —BAs
(yﬁ) - (sinﬁ cos 3 > (y,)’ RY = et e ’

The action of the reflections €’ in N is defined as the restriction of their action
on the vertical components of the extremal trajectories at the initial time instant
s=0:

et: N - N, (A1) = (N 1), i=1,2,3,
A=(0,¢c,a,1), No= (6, ¢,al,r),
where \ = A, ’5:0 and \* = A% ‘5:0' Taking into account the explicit expressions for
the action of the reflections on the arcs of extremal trajectories derived in § 3.1, we
obtain explicit expressions for the action of €* in N:
els (0,c,a,m,t) — (04, ¢t ot rt) = (0, —coy o+ w1, t),
e2: (0,c,a,m,t) — (6%,¢%, a2, r,t)

e (0, c o, t) — (03, ¢, 03,1, t)

(_0t7 Ct, T — Q, T, t)v

(=0, —c, —a,r,t).

The action of the reflections in M is defined as their action on the extremal
trajectories at the terminal time instant s = ¢:

e M — M, Q— Q' i=1,2,3,
Q=(zy,R), Q ="y R,

where Q = Q, }szt, Q' = Q! ’s:t' Explicit formulae (according to the results of § 3.1)
have the form

el (z,y,R) — (a',y", R") = (=2, -y, (R) ),
82: (Ji,y7R) = (anQQaRQ) = (_mvy712(R)_1I2)a
53: (x,y,R) = (xsayngB) = (.’t, _y7[2RI2)'

Thus, we have defined the action of the rotations and reflections in the inverse
image and image of the exponential map:

d° s N — N, (AN 1) — (N2 1), (N8 1), (3.24)
7 et M — M, Q— Q% Q. (3.25)
It is important that the image Q° = £%(Q)) depends only on the inverse image Q
and not on the time instant ¢.
Proposition 5. The maps ®° and €' are symmetries of the exponential map.

Proof. This follows from the fact that ®° and €’ take arcs of extremal trajectories
into arcs of extremal trajectories and from the definition of the action of ®” and &*
in N and M.
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Consider the group of symmetries of the exponential map generated by the rota-
tions and reflections:
G = (07 e, &% ).

The multiplication table in this group for the actions g: N — N and g: M — M,
g € G, coincides with the multiplication table for the action on the trajectories of
the pendulum g: {(0s,cs)} — {(0,¢%)} and has the form

o - el g2 g3 o
el Id g3 g? PP ol
g2 3 Id el O Foe?
g3 e? el 1d dFogd
D7 [lod 207 |30 oA+

Hence we obtain an explicit description of the symmetry group:

G={®% d’oc|Bec S i=1,23}.

§4. The Maxwell strata corresponding to symmetries

A point @; of an extremal trajectory Qs = Exp()\ s) is said to be a Mazwell
point if there exists another extremal trajectory Qs % (s such that Qt = Q.
In the analytic sub-Riemannian problem an extremal trajectory is known to lose
optimality after the Maxwell point (see, for instance, [18]).

Let us define the Mazwell set in the inverse image of the exponential map:

MAX = {(\,t) € N|I(\,t) € N : Exp(), s) # Exp(}, s), Exp(\, t) = Exp(\, 1) }.

If (A t) € MAX, then the extremal trajectory Exp(J,s) is not optimal for s > t.
Also, let us define the Mazwell set corresponding to the group G:

MAXY = {(\,t) e N|3geq:
(M) = g(\ 1), Exp(), s) # Exp(}, 5), Exp(\, 1) # Exp(\, 1)},
and the Mazwell set corresponding to the group (', ®%), i =1,2,3:

MAX' = {(\,t) e N |3IBe S":
(A1) =e" 0 @ (A, 1), Exp(\, s) # Exp(), s), Exp(\, t) = Exp(), t)}.

There are obvious inclusions
MAX! ¢ MAX® ¢ MAX, i=1,2,3.
Below, we shall use the following notation:
eodP(\t)=(\t),  Exp(\s)=Qs;  Exp(\s)=Q".
With this notation, we have

MAX = {(\t) e N|3IBe S : Q. ZQ%, Q. =Q)"}.
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The main aim of this section is to derive equations that specify the Maxwell
strata MAX®. In §4.1 we study the relations Q, = Q%7 and in §4.2, the relation
Q= Qfl In the final §4.3 we present the final results related to the strata MAX®
and, as a corollary, give necessary conditions for the optimality in the problem of
a sphere rolling along a plane. B

The proposition below shows that distinct initial convectors A and A may corre-
spond to the same extremal trajectory Qs = Qs only when the elastica (z4,ys) =
(Zz,Ys) 1s a straight line.

Proposition 6. Let A = (0,¢,r,a,Qo), A= (5,5, r,a,Qo) € C, A\ = eSﬁ(/\) =
(05, cs, 0,7, Qs), A = eH(N) = (05,6, a,7,Q,). Then
Q.=Q, +— bO,+a=0,+a
A=\ or
c=c=0, 0+a=0+a, rsinf=7rsinf=0;

— [

(2)
moreover, in case (2) the elastica (zs,ys) = (T, Ys) is a straight line.

Proof. We have the chain of equivalent relations

QSEQVS — .IZSE%S, ysEgsa RSERS = Oit+ta=0,+

o
— 05—1—04555—1—&, Cs = Cg, 7 sin O, E?siné;. (4.1)

A If ¢, = ¢, = 0, then 6, 58 = const, and relations (4.1) are equivalent to
equalities (2) in the statement of this proposition.

B. Let ¢ = ¢s # 0. Differentiating the third relation in (4.1), by virtue of the
Hamiltonian system of the maximum principle we obtain r cos 85 = 7 cos 58,
and hence r = 7. B B
1) If r=7=0, then A\; = A; and A = \.

2) If r =7 # 0, then sin 0 = sin 55, whence follows the identity

0,+0, . a—a

sin 6, — sin 55 = 2cos > sin > 0.

2.1) If & —a =0, then A = \.
2.2) If 05 + 05 = m + 27k, then 6, = 7n, 0, = wm, and this gives equali-
ties (2) in the statement of this proposition.

4.1. Fixed points of symmetries in the inverse image of the exponential
map. In this subsection we derive necessary conditions for the validity of the
relation Q, = Q% in the case of a nondegenerate elastica (z,ys). As follows from
Proposition 6, in this case the relation @, = Q?Z is equivalent to the equality
A=\

Proposition 7. Let (\,t) € N, (A% 1) = eo®P(\,t), i € {1,2,3}, and let elastica
v ={(2s,ys) | s €[0,t]} be nondegenerate. If Qs = Q%" then:
(i) in the case i = 1 the elastica vy is centred at the vertex;
(ii) in the case i = 2 the elastica 7y is centred at the inflection point;
(iii) n the case i = 3 the relation Qs = Q% cannot hold.
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We say that an elastica v = {(zs,ys) | s € [0,¢]} is centred at a vertex (at an
inflection point) if its midpoint (2,2, y¢/2) is a vertex, that is, a local extremum of
the curvature (respectively, an inflection point, that is, a point where the curvature
changes sign).

Proof. 1f Q, = Q% then by Proposition 6 we have the equality A\ = \?*. Therefore,
for the trajectories Ay = (s, cs, @, 7, Qs) and N4 = (954 24 i r QP4 of the
Hamiltonian system of the maximum principle we obtain ¢, = ¢%".

(i) If i = 1, then ¢, = 2! = ¢! = —¢;_,. The curvature of the elastica c, is
odd with respect to the midpoint s = ¢/2; therefore, ¢,/ = 0. In the case
of a nondegenerate elastica, any zero of the curvature is regular (¢, = 0 =
¢s # 0); hence the midpoint (z¢/2,%:/2) of the elastica v is an inflection
point.

(ii) If i = 2, then ¢, = ¢%? = ¢2 = ¢;_,. The curvature of the elastica c, is
even with respect to the midpoint s = ¢/2. Therefore, the curvature has
a local extremum at the point s = ¢/2, and the elastica v has a vertex at
the midpoint (x/2,v:/2).

(iii) If 4 = 3, then 0, = 637 = —0,, which means that 6, = 0. The elastica v
degenerates into a straight line, which contradicts the hypothesis of this
proposition.

4.2. Fixed points of symmetries in the image of the exponential map.
In this subsection we investigate points @; of extremal trajectories which satisfy
the equation Q; = Qf " mentioned in the definition of the Maxwell strata MAX'.
We derive equations of manifolds in the state space M which contain these points.
In these equations we employ the representation of the rotation matrix @ € SO(3)
with the use of quaternions ¢ = qo + q17 + q2j + g3k € S* C H (see §5). The
correspondence ) — ¢ determines the quaternion ¢ up to its sign; this agrees with
the fact that the equations derived below for the quaternion are invariant under
the inversion ¢ — —q (see, for example, (4.3)).

4.2.1. Equation Q; = Q) "1 Proposition 8 below describes fixed points of the action
of the group of symmetries (¢!, ®%) in the image of the exponential map; namely,
points Q € M such that

3B € S' satisfying the condition £ 0 ®7(Q) = Q. (4.2)

Proposition 8. Let Q = (z,y, R) € M and let ¢ = qo + qii + q2j + g3k € S® be
the quaternion that corresponds to the rotation R € SO(3).
(i) If (x,y) # (0,0), then condition (4.2) is equivalent to the disjunction

g3 =0 orq==k, (4.3)

moreover, in this case 3 = .
(ii) If (x,y) = (0,0), then condition (4.3) implies (4.2), and it may be assumed
that 8 = .

Proof. We have
T —xcos B+ ysin
elod® |y | = [ —zsinf —ycosp
R ePAs R=le=PAs
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Further, e#43sR~1e=F#4s = R «——= RePA3Re PAs = 1d.
(i) Suppose that (z,y) # (0,0). Then
(e i) = () = oem
Further,
e10®?(Q)=Q, =7 <= RLRI=I1d <= (RL)?=1d
— (gk)*=+41 <<= =0 orq=+k

(ii) If (z,y) = (0,0), then we assume that 8 = 7 and, similarly to item (i),
conclude that condition (4.3) implies (4.2).

4.2.2. Equation Q; = 5’2. Proposition 9 below describes the fixed points of the
action of the group of symmetries (¢2, %) in the image of the exponential map,
namely, the points Q € M such that

36 € S satisfying the condition €2 0 ®°(Q) = Q. (4.4)

Proposition 9. Let Q = (x,y,R) € M and let ¢ = qo + q1i + 27 + g3k € S3 be
the quaternion that corresponds to the rotation R € SO(3).
(i) If (z,y) = (pcosx, psinx) # (0,0), then condition (4.4) is equivalent to the
disjunction
xq1 +yg2 =0 or g = *(cos xi + sin xj);
moreover, in this case f = m — 2x.
(ii) If (x,y) = (0,0), then condition (4.4) is satisfied and B can be found from
the equation ¢y sin(5/2) + g2 cos(5/2) = 0.

Proof. We have

x —xcos B+ ysin g —xcos B+ ysin g
2od [y | = rsin 8+ ycos 0 = xsin 8 + ycos §
R IePAs R=le=PAs], e PAs[,R~1e=PAs],

Further,
e PR Ye P43, = R <= R’ RI,e4 =1d

2
— (RLPB)?=1d — [qj (cos(?) + sin(ﬁ>k} =41

T ey |
Lz (p))
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(i) Suppose that (z,y) = (pcosx, psinx) # (0,0). Then

—cosfz+sinfy\ [z -
(sinﬁw—l—cosﬁy)(y) = f=7-2

and we have

2 =3 _ _ g1 cos X + gasiny = 0,
0Q)=Q, f=r-2% = [q::l:(cosxi+sinxj),
which proves item (i) of this proposition.

(ii) If (z,y) = (0,0), then the equality

20 07(Q)=Q
is equivalent to the disjunction (4.5). The first equation
qlsin§+q200s§ =0

may be satisfied by choosing an appropriate value of the angle .

4.2.3. Equation @y = f’g. Proposition 10 below describes the points () € M such
that
3B € S satisfying the condition € 0 ®°(Q) = Q. (4.6)

Proposition 10. Let Q = (z,y, R) € M and let
q=qo+ qui+qj+qsk e S?

be the quaternion that corresponds to the rotation R € SO(3).
(i) If (x,y) # (0,0), then condition (4.6) is equivalent to the disjunction

=0 — =0
Tq + Yqe Y or Yyq1 — xq2 ) (4.7)
g3 =0 q0 = 0;
moreover, in this case § = —2x.
(i1) If (x,y) = (0,0), then condition (4.6) is equivalent to the disjunction
qg3=0 or qo=0, (4.8)

and B may be determined from the equations

cos<§>(h - Sin(i)% =0 or sin(§>q1 + cos(§>q2 =0,

respectively.

Proof. We have
xcos 3 — ysin 3
B30d%(Q)= [ —xsinf —ycosf
IgeﬁAgRei’@ABIg
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Then, for any 3 € S! and R € SO(3), there is a chain of equivalent relations

LePA3Re P43, <« [P R = R, 4
= j(cos(g) + sin<§> k‘) (g0 + q1i + q25 + q3k)
=2(qo + q1i + q27 + q3k)j <cos(§> + sm( ) >
cos<§)q3isin<§)q3j+ <sm< > (2 — COS <§) > =
<
l sin(§>q1 + cos(i)qg — sin(ﬁ)qoi — cos<§> =
PN cos(i)ql — sin<§>q2 =0, or Sin<§>fh + COS(g)QZ =0,

g3 =0 qo = 0.
(4.9)

(i) Suppose that (z,y) = (pcosx, psinx) # (0,0). Then
Jccos'ﬁ—ysmﬁ:x, s ey
—xsinf —ycosfB =y

Therefore, €% 0 ®5(Q) = Q, 3 = —2y is equivalent to the disjunction of the condi-
tions

q1cosX + gasiny =0, q1siny —gacosy =0,
or
q3:0 QOZOa

which is equivalent to conditions (4.7) when (z,y) # (0, 0).
(ii) Suppose that (x,y) = (0,0). Then one can choose an appropriate value of
the angle /3 in the first equalities of (4.9), and condition (4.6) is equivalent to (4.8).

4.3. Optimality conditions for extremal trajectories. In this subsection we
obtain the main results of this work, namely, conditions under which the end-points
of extremal trajectories belong to the Maxwell strata and, as a consequence, nec-
essary conditions for the optimality of extremal trajectories of general position.

Theorem 2. Suppose that t > 0 and let Qs = (zs,ys, Rs) = Exp(\,s) be an
extremal trajectory such that:
(i) qs(t) = 0;
(i) the elastica {(xs,ys) | s € [0,¢]} is nondegenerate and is not centred at an
inflection point.
Then (\,t) € MAX", and hence for any t; > t the trajectory Qs, s € [0,t1], is
not optimal.

Proof. Let us set § = m. Then by Proposition 8 we have Qf’l = @, and by
Proposition 7 we have Q%' # Q,. Therefore, (\,t) € MAX®.
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Theorem 3. Suppose that t > 0 and let Qs = (zs,ys, Rs) = Exp(\,s) be an
extremal trajectory such that:
(i) (zq1 +yg2)(t) = 0;
(i) the elastica {(xs,ys) | s € [0,t]} is nondegenerate and is not centered at
a vertexz.
Then (A, t) € MAX?, and hence for any t, > t the trajectory Qs, s € [0,t1], is
not optimal.

Proof. We shall choose the value of angle 3 € S* as follows. We take 3 = 7 — 2y if
(xz,y)(t) = (pcosx, psiny) # (0,0), and in the case when (z,y)(t) = (0,0) we find
the value of § from the equation g;(t)sin(3/2) + ¢2(t) cos(5/2) = 0.

Then by Proposition 9 we have Q) 2 = @, and Proposition 7 yields Q%2 # Q.
Therefore, (), 1) € MAX?.

Theorem 4. Suppose that t > 0 and let Qs = (zs,ys, Rs) = Exp(\,s) be an
extremal trajectory such that:

() (zq1 +ya2)(t) = g3(t) = 0 or (yq1 — q2)(t) = qo(t) = 0;

(ii) the elastica {(xs,ys) | s € [0,t]} is nondegenerate.

Then (\,t) € MAX®, and hence for any t; > t the trajectory Qs, s € [0,t1], is
not optimal.

Proof. Tt follows from Proposition 10 that the value of the angle 3 € S can be
chosen in such a way that Qtﬁ’3 = Q. By item (iii) of Proposition 7, Q%3 # Q..
Therefore, (), t) € MAX?.

Remark. Taking into account that for any quaternion q = qo +iq; + jgo + kqz € S®
the corresponding motion R, : R* —R? is a rotation about the vector (g1, g2, g3) € R,
we can suggest the following interpretation of conditions (i) in Theorems 2—4:

— condition (i) in Theorem 2 means that the rotation of the sphere R; is
a rotation about some horizontal axis;

— condition (i) in Theorem 3 means that the rotation R; is a rotation about an
axis orthogonal to the displacement vector of the point of contact between
the sphere and the plane (z, y;,0);

— condition (i) in Theorem 4 means that the rotation R; is a rotation about
the horizontal axis which is orthogonal to the vector (z,yy,0), or that Ry
is the rotation through angle 7 about the axis which lies in the vertical plane
and contains the vector (z,y,0).

For a fuller investigation of the cut points, it is desirable to possess efficient
estimates for the first roots of the equations ¢s5(t) = 0 and (xq1 + yq2)(t) = 0.
The asymptotic behaviour of these estimates near the stable equilibrium of the
pendulum (that is, as (6,¢) — (0,0)) was found by Mashtakov. In fact, even
this asymptotic is much more complicated than similar global estimates for the
first Maxwell time in the Euler elastica problem (see [12]), the generalized Dido
problem (see [18]), and the sub-Riemannian problem on the group of motions of
a plane (see [19]). Therefore, the problem of optimal rolling of a sphere over a plane
is much more complicated than these related optimal control problems.
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8§ 5. Appendix: representation of rotations
of three-dimensional space by quaternions

To represent the orientation of the rolling sphere, apart from the matrix
R € SO(3) it is convenient to use quaternions. Let us recall some facts related
to this representation (see, for example, [20] and [21]). Consider the quaternion
division ring

H={q=q +iq +jg2 +kas | qo,---, a3 €R},
the unit sphere

S ={geH||q’ =g} +ai +a +a5=1}
in this ring, and the subspace of purely imaginary quaternions
I={qeH|Req=qo=0}~R>

Any quaternion ¢ € S® acts on the Euclidean space I:

qe€S® = Ryla)=qaq ", acl,

and the map Ry: I — I is a rotation, that is, R, € SO3(I). The map
p:q — Ry, 83 — S03(I) ~ SO(3)

is a double cover:
R,=R; +—= q==q.
For any quaternion ¢ = qo + iq1 + jg2 + kqs € S* the motion R,: [ — I is
a rotation about the vector a = Imq = iq; + jg2 + kqs since

Ry(a) = qag™" = (qo + a)al(go +a) ™" = (g0 + a)a(qo — a) = (g0 + a)(qo — a)a = a.
In other words, Im ¢ is an eigenvector of the map R,.
Any quaternion ¢ € S can be written in the form

q = cosa + sinau, weS*nI, aecsSh

Then R, is the rotation of the space I through angle 2o about the vector u: in the
right-handed orthonormal basis (u,v,w) of the space I this rotation is described
by the matrix
1 0 0
R, =0 cos(2c) —sin(2a)
0 sin(2a)  cos(2a)

Therefore,
t t t t
p(cos(Z) + sin(2>i> = etAl, p(cos<2> + sin<2>j> = etAz,
t t
p(cos<2) + Sin(2>k) = ¢ts,

In this paper, we used the following simple assertion.
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mma. Let g € S C H. Then:
(i) ¢*?=1 <= ¢q=+1 <= Imqg=0;
(i) ¢ =-1 <= Req=0.

The proof follows from the equality

(g0 + qui + @25 + ask)® = a§ — 4 — @3 — &5 + 2q0(qui + 24 + q3k).
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